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Search for High-Mass Top Quark Pair Resonances with the CMS Experiment

Abstract

I present a search for new massive particles decaying to a pair of top quarks with the

CMS detector at the LHC, using 36 fb−1of proton-proton collision data recorded in 2016,

at a center-of-mass energy of 13 TeV. In the high mass ranges accessible by the LHC at

these energies, the top quarks are produced with high transverse momenta: the products of

hadronically decaying top quarks are reconstructed as a single jet. Specific reconstruction

algorithms and selections are employed to address the identification of boosted top quark

signatures. The search is performed by measuring the invariant mass distribution of the

top-quark pair and testing for deviations from the expected Standard Model background.

The results are presented in terms of expected upper limits on the production cross section

of several models, including those of Randall-Sundrum Kaluza-Klein gluon and Z ′ boson

production. The results are then compared with those of previous searches.
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Chapter 1

Introduction

This dissertation describes the search for heavy new particles that decay exclusively to pairs

of top quarks. The analysis uses 36 fb−1 of data collected in 2016 by the Compact Muon

Solenoid (CMS) experiment. The data were produced by colliding protons at a center-of-mass

energy of 13 TeV, using the Large Hadron Collider (LHC) at the European Organization for

Nuclear Research (CERN), located near Geneva, Switzerland. Specifically, the analysis looks

for a top-antitop-quark pair in which each top quark decays hadronically and is reconstructed

as a single “top jet”. Novel top tagging techniques, used to identify top jets, were optimized

for this analysis.

Chapter 2 introduces the theoretical motivation for high energy particle physics experi-

ments. An overview of the Standard Model of particle physics is given. Important limitations

of the Standard Model are introduced, and a theoretical model that proposes solutions to

a few of these problems is presented. This model motivates the physics search that is the

subject of this dissertation. In Chapter 3, the experimental apparatus is described. This

includes both the LHC and planned upgrades, as well as all of the subdetectors that comprise

CMS.

Event reconstruction techniques, including jet clustering and pileup removal methods, are

presented in Chapter 4. The optimization and performance of the CMS Run II top tagger

1



are described in Chapter 5.

Chapter 6 presents the event selection for the Z ′ → tt̄ search. Background estimation

methods and resulting kinematic distributions are examined in Chapter 7. The systematic

uncertainties considered in the analysis are discussed in Chapter 8. Then, the results are

presented in Chapter 9, while Chapter 10 summarizes the analysis.

Appendix A describes the main CMS muon hardware projects in which I was involved.

My roles in testing Cathode Strip Chamber (CSC) hardware and as a CSC detector-on-

call shifter are presented. Additionally, my work in preparing for and assisting with the

installation of the Gas Electron Multiplier demonstrator is discussed.

Appendices B and C provide extra kinematic and top pT reweighting plots for the Z ′

analysis.
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Chapter 2

Theory Motivation

This chapter provides an introduction to the Standard Model of particle physics, which

describes the elementary particles and their interactions. Limitations of the Standard Model

are discussed. The Randall-Sundrum model of extra dimensions, which attempts to address

some of these limitations, is introduced.

2.1 The Standard Model

The Standard Model (SM) is a theory of particle physics that uses the formalisms of quan-

tum field theory (QFT) to describe the elementary particles and the forces through which

they interact. Of the four fundamental forces, the SM successfully describes three: the elec-

tromagnetic, strong, and weak interactions. In 1961, building on the work of many other

scientists, Glashow made the first step toward the Standard Model when he proposed a uni-

fied model of the electromagnetic and weak interactions [1]. In 1967, the Higgs mechanism

was incorporated into this electroweak model by Salam and Weinberg [2]. Then in 1973,

the current mathematical description of the strong force, quantum chromodynamics (QCD),

was finalized [3, 4, 5]. Despite the fact that some physical phenomena remain unexplained,

the SM is the most comprehensive theory of particle physics to date and has been highly

successful in accurately predicting experimental results [6].
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2.1.1 A Brief Introduction to Quantum Field Theory

Before the emergence of quantum mechanics, classical physics was used to describe the uni-

verse at the macroscopic scale. In the early 1900s, it was found that the classical formulation

of physics was inadequate for describing processes at the subatomic level. Breakthroughs

such as Planck’s formula for blackbody radiation, Einstein’s explanation of the photoelectric

effect, and the discovery of the Compton effect indicated that electromagnetic radiation, clas-

sically understood to exhibit wave-like properties, was made up of particles called photons

[7]. Additionally, the observation of electron diffraction proved that electrons also exhibited

wave-like properties. This wave-particle duality of matter broke with the classical notion of

the fundamental difference between waves and particles. Quantum mechanics was therefore

born out of a necessity for a mathematical description of subatomic particles.

The observation of the self-interference of individual photons and electrons led to the wave

function formalism of quantum mechanics [7]. In this theoretical framework, each particle

is described by a linear equation, called a wave function (ψ), which obeys the superposition

principle. The wave function allows for the measurement of physical properties of the particle,

such as position and momentum. Free particles are described by plane-wave equations and

have continuous energy spectra. Bound particles, on the other hand, have discrete energy

levels arising from the standing-wave-like equations that describe them.

During the time period in which quantum mechanics was being formulated, relativity the-

ory was also developed. Therefore, efforts were made to develop relativistic wave equations.

An early attempt produced the Klein-Gordon equation:

[ ∂2

∂t2
−∇2 +m2

]
ψ(x, t) = 0, (2.1.1)

resembling a classical wave equation with an additional mass squared term [8]. This equa-

tion was successful in that it was invariant under Lorentz transformations, necessary for

relativistic mechanics, and that it produced energy solutions consistent with those expected

4



for a free relativistic particle with mass m. However, it also gave rise to negative energy

solutions and associated negative probability densities. At the time, this was thought to be

unphysical. In addition to this apparent failing, the Klein-Gordon equation also failed to

provide particles with a spin degree of freedom and did not properly describe the hydrogen

atom [8]. However, it was later found that spin-zero particles were successfully described by

the Klein-Gordon equation.

Problems with the Klein-Gordon equation were attributed to the fact that it is a second-

order differential equation in time. Therefore, Dirac looked to create a wave equation that

was linear in space and time derivatives:

(iγµ∂µ −m)ψ(x, t) = 0, (2.1.2)

where ∂µ indicates the spacetime derivatives [8]. This equation successfully produced the

energy solutions expected for a free particle and was more attractive than the Klein Gordon

equation, as it only allowed for positive probability densities. It also provided an additional

spin degree of freedom, indicating the existence of spin-1
2

particles. The solutions to the

Dirac equation led to the interpretation of negative energies as “antiparticles”. All particles

have an antiparticle, which has the same mass, spin (a type of intrinsic angular momentum),

and lifetime, but opposite electric charge. This interpretation of the Dirac equation led to

the discovery of the positron (anti-electron), which in turn affirmed the validity of quantum

field theory as a mathematical description of particle physics [8].

In reality, the solutions to the Klein-Gordon and Dirac equations are not the standard

quantum mechanical single-particle wavefunctions, but instead describe fields. The equations

of motion and interactions of fields can be derived from the Lagrangian density L, which is

a function of one or more fields and their derivatives [9]. A continuous transformation of a

field that leaves L and the equations of motion invariant is called a symmetry. These gauge

transformations form corresponding gauge groups, which have associated group generators.

5



Particle Symbol
Anti-

particle
Generation Spin

Electric
Charge

[e]
Mass [MeV]

Quarks

Up u ū I 1/2 2/3 2.2
Down d d̄ I 1/2 -1/3 4.7

Strange s s̄ II 1/2 -1/3 96
Charm c c̄ II 1/2 2/3 1270
Bottom b b̄ III 1/2 -1/3 4180

Top t t̄ III 1/2 2/3 173210

Leptons

Electron e− e+ I 1/2 -1 0.511
Muon µ− µ+ II 1/2 -1 105.7
Tau τ− τ+ III 1/2 -1 1776.9

e Neutrino νe ν̄e I 1/2 0 < 2× 10−6

µ Neutrino νµ ν̄µ III 1/2 0 < 2× 10−6

τ Neutrino ντ ν̄τ III 1/2 0 < 2× 10−6

Bosons

Photon γ γ – 1 0 0
Gluon g ḡ – 1 0 0

W W± W∓ – 1 ± 1 80385
Z Z Z – 1 0 91187.6

Higgs H H – 0 0 125090

Table 2.1: Properties of the elementary particles of the Standard Model [10].

Each generator gives rise to a corresponding gauge field. The inclusion of these gauge fields

in L ensures its gauge invariance, i.e. its invariance under the local group transformations.

In the quantization of this theory, gauge bosons arise as the quanta of the gauge fields. The

gauge bosons are the mediators of the fundamental interactions of the Standard Model. In

addition to the gauge bosons, the quantum field theories of the SM (describing all forces

except gravity) predict the existence of many fundamental particles. These particles and

their properties are described in the next section.

2.1.2 The Standard Model Particles

The Standard Model categorizes the elementary particles into different groups, based on

their properties, some of which are shown in Table 2.1. In the Standard Model, the matter

particles, or fermions, interact via the exchange of the force carriers, or bosons. The spin of
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a particle determines whether it is a fermion, with half-integer spin, or a boson, with integer

spin [6]. Bosons follow Bose statistics, and the wave function (ψ) of a pair of identical bosons

is symmetric under their exchange. Fermions, however, obey the Dirac equation (Equation

2.1.2) and follow Fermi-Dirac statistics – fermionic wave functions are antisymmetric under

the exchange of a pair of identical fermions. Fermions, therefore, obey the Pauli exclusion

principle, which states that two identical fermions cannot occupy the same quantum state.

Fermions are further categorized into quarks and leptons. The quarks are spin-1/2 par-

ticles, which are separated into three pairs, or generations, of particles. Additionally, each

generation comprises one “up-type” quark, with electric charge +2/3, and one “down-type”

quark, with electric charge -1/3 [6]. (All electric charges described in this dissertation are

written in units of the elementary charge e = 1.602 × 10−19 C.) The names of the up-type

(down-type) quarks are: up, charm, and top (down, strange, and bottom), written in order of

increasing mass within each category. Quarks interact via the electromagnetic, weak, strong,

and gravitational interactions.

Similar to the quarks, the spin-1/2 leptons also fall into three generations of particle

pairs. The first generation consists of the electron, which has charge -1, and the neutral

electron neutrino. The next two generations consist of increasingly heavy charged leptons

and their corresponding neutrinos [6]. Of the charged leptons, only the electron is stable.

This is due to the fact that it is the lightest charged particle, and its decay would violate

total electric charge, a quantity conserved in all particle interactions. All leptons interact via

the weak and gravitational forces, and the charged leptons also interact electromagnetically.

Unlike the quarks, leptons do not have color charge, and therefore do not interact via the

strong force.

The force carriers of the Standard Model are spin-1 particles known as gauge bosons.

The particles that interact through each of the forces are characterized by a corresponding

type of charge. The massless photon (γ) is the mediator of the electromagnetic force, which

acts on electrically charged particles. Photons are electrically neutral and therefore do not

7



Interaction Mediator Range [fm] Typical Lifetime [s] Coupling Strength
Electromagnetic γ ∞ 10−19 α = 1/137

Weak W±, Z ∼ 10−3 10−11 αW = 10−6

Strong gluon ∼ 1 10−23–10−24 αs ∼ 1
Gravity graviton? ∞ − αg = 10−39

Table 2.2: Properties of the fundamental forces of the Standard Model [11].

directly interact among themselves. The W+, W−, and Z bosons are massive particles

which mediate the weak force. The Z boson is electrically neutral and slightly more massive

than the electrically charged W bosons. Together, the γ, W±, and Z are classified as

the electroweak force mediators. Massless gluons mediate the strong force. Unlike the

photon, gluons are self-interacting, as they have color charge. It has been theorized that

gravity is mediated by an electrically neutral, spin-2 graviton, but such a particle has yet

to be discovered. In 2012, a spin-0, electrically neutral particle called the Higgs boson

was discovered. Through interactions with the Higgs, elementary particles acquire mass.

The Higgs is a massive particle and therefore interacts with itself. In the next section, the

properties of the fundamental forces are described in more detail.

2.1.3 The Fundamental Forces

The Electromagnetic Force

Electromagnetic interactions occur between electrically charged particles via the exchange

of photons. The related quantum field theory is called quantum electrodynamics (QED).

The strength of QED interactions is represented by a dimensionless coupling constant α,

called the fine structure constant. It is determined by comparing the electron rest mass with

the electrostatic energy between two electrons, which are separated by one natural unit of

length:

α =
1

4πε0

e2

~/mec
/mec

2 =
e2

4πε0~c
≈ 1

137
(2.1.3)

8



where ε0 is the permittivity of free space, e is the elementary charge, me is the mass of an

electron, ~ = h/2π is the reduced Planck constant, and c is the speed of light in vacuum

[12]. As with the coupling constants of the other fundamental forces, α is dependent on the

four-momentum transfer, or Q2, that occurs in the interaction:

α(Q2) =
α(µ2)

1− zf α(µ2)
3π

ln(|Q|2/µ2)
, (2.1.4)

where µ is a scale constant and zf is the sum of the squares of the charges of the fermions with

mass < Q [6]. As the energy Q reaches a given fermion mass threshold, particle-antiparticle

pairs of that type are resolved and contribute to the value of α. While Q denotes the energy

of the interaction, Q2 is the relevant Lorentz-invariant quantity. This energy dependence

can be seen in Fig. 2.1.1. The fine structure constant increases with increasing energy, for

example, from ∼ 1/137 at low energies to ∼ 1/129 at energies equal to the Z mass. The

coupling constant is the main factor that sets the scale of the lifetime of a particle decaying

via a given interaction [11]. Particles that decay by the electromagnetic interaction have a

typical lifetime of ∼ 10−19 s. Table 2.2 compares this with the decay lifetimes associated

with the other fundamental forces.

The Heisenberg uncertainty principle, ∆x∆p ≥ ~/2, tells us that the range of a force

is inversely proportional to the mass of the associated mediator [6]. Since the photon is

massless, the electromagnetic force has infinite range, though its strength falls off as ∼ 1/r2.

The electromagnetic force is responsible for many bound states found in nature, most notably

the bonds between electrons and nuclei that form atoms and molecules.

9



Figure 2.1.1: The strong (αs) and electromagnetic (α) coupling constants as a function of

energy [6].

The Strong Force

The strong interaction is mediated by massless gluons and is described by quantum chromo-

dynamics (QCD) in the framework of QFT. Unlike in QED, there are three different charges

in QCD, known as color charges: red, green, and blue [6]. The only fermions that interact

strongly are the quarks. A quark carries a color charge independent of its flavor; likewise

antiquarks carry anticolor. The anticolors (antired, antiblue, antigreen) are analogous to

negative electric charge in QED. There are eight different gluons that exist, which each carry

a different combination of color and anticolor charge. Therefore, gluons interact strongly

10



with each other (and with quarks), and do not interact weakly or electromagnetically.

The strong coupling constant is, unsurprisingly, much stronger than those of the electro-

magnetic or weak forces – at energies of ∼ 1 GeV, αs ≈ 1 [6]. Therefore, typical lifetimes

of particles decaying strongly are quite short, ∼ 10−23–10−24 s. Unlike α, αs decreases with

energy. Figure 2.1.1 compares the dependence of the two coupling constants on Q. This

property of αs leads to some interesting features of QCD. If we consider a free quark, its

effective color charge grows indefinitely with increasing distance, problematically requiring

infinite energy. This can be avoided if the quark exists in a color neutral state, either with

an antiquark with opposite color or with two other quarks of different colors than the first.

Therefore, in a phenomenon known as color confinement, quarks cannot exist alone, but

instead group together to form colorless particles known as hadrons.

Hadrons are either mesons, composed of quark-antiquark pairs, or baryons, composed of

three quarks. Protons (uud) and neutrons (udd) are the two baryons most commonly found in

nature. While free neutrons are unstable, protons, on the other hand, are stable. This is due

to the fact that proton decay would violate baryon number (N(baryons)-N(antibaryons)), a

quantity conserved in all known interactions. Experiments testing for the most likely proton

decay scenario, in which the proton decays into a positron and a neutral π meson, have

excluded proton lifetimes below ∼ 1034 years, 1024 times the age of the universe [6].

As quarks are pulled apart in high energy collisions, the color field energy density be-

tween them remains constant, causing the associated energy to increase proportionally with

distance. When the energy between a pair of quarks becomes larger than the mass energy

of a quark-antiquark pair, it becomes energetically favorable for the original quark pair to

radiate a gluon, which in turn produces the new quark-antiquark pair [6]. As more and more

quarks are produced, they group into hadrons. This process is known as hadronization and

results in a cone of particles known as a jet. Typically, jets formed by light quarks contain

mostly π and K mesons, while the hadronization of b quarks will create B mesons. It is

through the observation of jets that quarks are identified in particle detectors.
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The strong force not only binds quarks together to form hadrons, but also binds protons

and neutrons together to form atomic nuclei. This nuclear force is also known as the residual

strong force and is mediated by π mesons, or pions. Due to the mass of the pions, the strong

force is not infinite but rather has a range of only 1 fm.

The Weak Force

The weak force is mediated by the electrically charged 80.385 ± 0.015 GeV W+ and W−

bosons and the 91.1876± 0.0021 GeV neutral Z boson [10]. “Charged-current” (CC) inter-

actions are mediated by a W boson, and the fermions involved differ by one unit of electric

charge. “Neutral-current” (NC) interactions involve two fermions with the same electric

charge and are mediated by a Z boson [6]. Quark flavor, or type, is conserved in NC, but

not CC, processes. Both types of weak processes conserve total lepton number (N(leptons)-

N(antileptons)), as the SM does not allow any violation of this quantity [6]. Additionally,

all processes predicted by the Standard Model conserve partial lepton number, e.g. electron

flavor number.

The weak charge of a fermion depends on a property called chirality. A particle is said

to be “right-handed” if it has positive chirality or “left-handed” if it has negative chirality.

Electrons and positrons can be left- or right-handed, but only left-handed (right-handed)

neutrinos (anti-neutrinos) exist [6]. W bosons couple only to left-handed particles and

right-handed antiparticles, while Z bosons couple to left- and right-handed particles and

antiparticles. The W and Z bosons have weak charge and are therefore self-interacting.

As suggested by its name, the coupling strength of the weak force is much smaller than

that of the strong or electromagnetic interactions: αW ≈ 10−6 [11]. Therefore, typical

lifetimes of particles decaying via the weak interaction (∼ 10−11 s) are much greater than

those associated with the other forces. One exception is the top quark. Due to its very

large mass, the lifetime of the top quark is only ∼ 10−25 s. Because this is shorter than the

time scale of hadronization (∼ 10−23 s), nearly 100% of the time, the top quark decays via
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the weak force into a W, b pair before it can hadronize. This property is very useful for the

analysis presented in this dissertation.

Due to the massive nature of the W and Z bosons, the weak force extends only to ranges

of ∼ 10−3 fm (10−18 m). Both the weakness of its coupling and the short range over which it

interacts contribute to the fact that the weak force is the only fundamental force that does

not create bound states. [6].

The Higgs Boson and Electroweak Symmetry Breaking

The mathematical description of the Standard Model comprises all of the fundamental forces

except gravity. This SM QFT can be separated into two independent theories: QCD, based

on the symmetry group SU(3)(C), and electroweak theory (QED), based on the symmetry

group SU(2)(L)×U(1)(Y). [13]. The gauge fields associated with the electroweak sector are

Bµ, the generator of the U(1)(Y) group, and W 1,2,3
µ , the three generators of the SU(2)(L)

group.

Without mass terms for the fermions and gauge bosons, the SM Lagrangian is invariant

under local SU(3)(C)×SU(2)(L)×U(1)(Y) gauge transformations for the fermion and gauge

fields [13]. In the case of the strong sector, gluons are indeed massless. Additionally, mass

terms can be introduced for the quarks and leptons without compromising the SU(3) gauge

invariance of the Lagrangian. Unfortunately, adding mass terms for the fermions and QED

gauge bosons violates local SU(2)(L)×U(1)(Y) invariance.

In 1964, three independent groups of physicists introduced a mechanism (now known

as the Higgs mechanism) to generate masses for the fermions and gauge bosons without

breaking SU(2)(L)×U(1)(Y) gauge invariance. In this theory, a scalar field φ is introduced,

with a potential V (φ) = 1
2
µ2φ2 + 1

4
λφ4 [13], in which µ2 is a mass squared term, and λ

is the (positive) self-coupling of the field. A corresponding Lagrangian is also introduced,

L = 1
2
∂µφ∂

µφ− V (φ), which is symmetric under φ→ −φ.
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Figure 2.1.2: The potential V (φ) for µ2 > 0 (left) and µ2 < 0 (right) [13].

Figure 2.1.2 shows the potential V , considering two possible cases for µ2: µ2 > 0 and

µ2 < 0. In the latter case, φ acquires a vacuum expectation value (vev) of v, where v is

defined as v2 ≡ −µ2

λ
, located at one of the many nonzero minima of V . The choice of

a particular vev, and the subsequent expansion around this minimum, introduces a cubic

term into the Lagrangian, breaking the previously stated symmetry. This is also known as

spontaneous symmetry breaking [13].

The simplest case of spontaneous electroweak symmetry breaking requires a scalar field

doublet φ, which has a neutral component φ0 and a charged component φ+ [13]. Combining

the original SM Lagrangian with the scalar field Lagrangian and requiring µ2 < 0, causes φ0 to

acquire a vev. According to the Goldstone theorem, every spontaneously broken continuous

symmetry has a corresponding massless scalar particle (spin-0) called a Goldstone boson.

For each broken generator, there is one Goldstone boson. In accordance with this theory, an

expansion around the φ0 vev introduces new Goldstone bosons into the Lagrangian.

An appropriate gauge transformation produces a Lagrangian with terms that are quadratic
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in W 1,2,3
µ and Bµ, the mass terms of the QED generators. During the course of the gauge

transformation, the Goldstone bosons are absorbed into the longitudinal degrees of freedom

of the W 1,2,3
µ fields. Expressing the W± bosons as linear combinations of W 1

µ and W 2
µ and

the Z boson and photon as linear combinations of W 3
µ and Bµ results in massive W± and Z

bosons and a massless photon. Therefore, the electroweak symmetry breaking of the Higgs

mechanism provides boson masses consistent with experimental results while maintaining

SU(2)(L)×U(1)(Y) symmetry. Additionally, SU(2)(L)×U(1)(Y) invariant Yukawa interactions

of the same scalar Higgs field generate the masses of the fermions.

In 2012, 48 years after its existence was theorized, the Higgs boson (the excitation of the

Higgs field) was discovered by the CMS and ATLAS experiments at the LHC, with a mass

of 125.09± 0.24 GeV [14, 15, 10]. With this discovery, the Standard Model was complete –

all of the elementary particles it predicted had been found.

Gravity

The gravitational interaction is felt as an attractive force between massive particles. It is the

only one of the four fundamental forces whose mediator has not been discovered. While no

complete QFT description of gravity exists, an effective coupling constant can be determined

for the sake of comparison with the other three forces [11]. Similarly to α, one can use the

gravitational attraction between two protons to calculate αg:

αg =
Gm2

p

~c
≈ 10−39 (2.1.5)

whereG is Newton’s gravitational constant. Comparing αg with the other coupling constants,

we can see that gravity is the weakest of the fundamental forces by at least 33 orders of

magnitude. Despite its weakness, gravity is the dominant force over large scales. Similarly

to the electric force, gravity has an infinite range (falling off at a rate of 1/r2). However, in

contrast with electromagnetism, there is no negative mass to screen the attractive force felt

between massive particles. The large-scale nature of gravity leads to bound states such as
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solar systems and galaxies.

2.2 Beyond the Standard Model

2.2.1 Standard Model Limitations

Although the Standard Model successfully describes a large portion of the experimental ob-

servations in particle physics, it fails to answer certain key questions. Some of the limitations

of the Standard Model are listed below [16]:

• The Fermion Problem: The matter we observe on a day-to-day basis is composed of

first-generation fermions: electrons, electron neutrinos, up quarks, and down quarks.

However, experiments have shown that there exist two additional heavier generations

of fermions. The Standard Model does not explain the number of fermion families,

nor does it predict the fermion masses. Additionally, the SM does not provide an

explanation for the fact that our universe is dominated by matter, not antimatter,

fermions.

• Dark Matter and Dark Energy: From cosmological observations, we know that

ordinary baryonic matter makes up only 4–5% of the mass-energy content of the uni-

verse. Measurements of galaxy rotation curves and galaxy cluster masses indicate that

a type of massive, nonelectromagnetically interacting type of matter, called dark mat-

ter, makes up about 25% of the universe. Additionally, it has been observed that the

universe is expanding at an accelerating rate. If the universe was only made up of

matter, gravity should have caused its rate of expansion to decrease. Measurements of

the universal expansion rate indicate that the rest of the universe is in fact composed

of dark energy, a density of negative pressure causing this accelerated expansion [6].

While the Standard Model provides a good description of baryonic matter, it does not

account for dark matter or dark energy – 95% of the total content of the universe!
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• Gravity: There are four known fundamental forces in particle physics: electromag-

netism, the strong force, the weak force, and gravity. The SM provides a solid theoreti-

cal description of the former three forces, along with the associated mediator particles.

Gravity, the weakest force, is well described by the theory of general relativity. In the

classical limit, the force of gravity can be described in the framework of the Standard

Model, with gravitational interactions mediated by virtual gravitons. However, this

model breaks down at high energies (∼ 1019 GeV) and short distances (∼ 10−35 m),

known respectively as the Planck energy and Planck length. This indicates the need

for a theory of quantum gravity that goes beyond the Standard Model.

• The Hierarchy Problem: Another shortcoming of the SM is that it does not explain

the large difference between the ∼ 1019 GeV Planck scale and ∼ 100 GeV electroweak

scale. The mass of the Higgs boson is an important manifestation of this problem. The

Higgs mass can be approximated as m2
H ≈ m2

bare + ∆m2
H , where mH is the mass that

is measured, m2
bare is a negative free parameter, and ∆mH is the contribution from

quantum corrections. The largest component of the second term is 3
8π2y

2
tΛ

2, where yt

is the coupling strength of the Higgs to the top quark, the most massive elementary

particle, and Λ is the scale at which new physics beyond the standard model (BSM)

becomes relevant. If there is no new physics until the Planck scale, the second term of

the Higgs mass equation indicates that the Higgs mass should be much greater than

125 GeV, unless there is a very fine tuning of the bare mass parameter. This is known

as the hierarchy problem.

In order to solve these problems, many extensions to the Standard Model have been

proposed. Some of these theories motivate the existence of new particles or extra dimensions,

which often predict new physics at the TeV scale.
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2.2.2 Heavy tt̄ Resonances

A proposed solution to the hierarchy problem, the Randall-Sundrum RS1 model suggests that

our universe contains a warped extra dimension, in addition to the four known space-time

dimensions [17]. In this five-dimensional model, there exists a flat four-dimensional Planck

brane separated from a four-dimensional TeV brane by a finite extra dimension. The TeV

brane contains the Standard Model particles and the electroweak forces. There also exists a

five-dimensional graviton, which has an essentially four-dimensional bound-state mode that

is concentrated on the Planck brane. Due to the warped nature of the fifth dimension, the

strength of gravity decreases exponentially as a function of distance from the Planck brane.

This accounts for the apparent weakness of gravity that we observe on the TeV brane and

is the reason for the large difference in energy scales.

Unfortunately, the RS1 model predicts rates of flavor changing neutral currents and

contributions to SM electroweak precision test observables inconsistent with experimental

measurements [18]. A solution to this problem is to allow not only gravity, but also the SM

fields, to propagate in the fifth dimension. The SM particles can then be described as the

zero-modes of these five dimensional fields, analogous to the lowest order normal mode of a

harmonic oscillator. The first and second generation fermions are localized near the Planck

brane, while the Higgs boson and top quark are localized near the TeV brane. This suppresses

the large RS1 contributions to flavor changing neutral currents and SM electroweak precision

test observables. Additionally, it helps to explain the hierarchy of fermion masses, as the

fermions localized farther from the Higgs have a smaller Yukawa coupling.

The higher order modes of the five dimensional SM fields give rise to four dimensional

Kaluza-Klein (KK) partners of the SM particles. In this extended RS1 model, the gauge

KK modes are predicted to be localized near the TeV brane. They are therefore expected

to be massive and have large couplings to the top quark [18]. Of the gauge KK particles,

the KK gluon is predicted to have the largest production rate at the LHC. Its production

cross section, proportional to the probability it will be produced, is shown on the left in Fig.
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2.2.1, assuming proton-proton collisions with a 14 TeV center-of-mass energy. It is expected

to be detectable up to a mass of 5 TeV. Massive KK gluons will decay to tt̄ pairs 95% of the

time, as shown in on the right in Fig. 2.2.1.

Figure 2.2.1: Left: The cross section of a KK gluon as a function of its mass, assuming 14

TeV proton-proton collisions. Right: The branching ratio of a KK gluon as a function of its

mass. Massive RS KK gluons decay mainly to top quark pairs [18].

Many other models of new physics also motivate the existence of new heavy resonances

that decay primarily to tt̄ pairs, generically called leptophobic topcolor Z ′ gauge bosons

[19, 20, 21, 22, 23]. In the high mass ranges accessible by the LHC at
√
s = 13 TeV, RS KK

gluons and Z ′ bosons would produce highly Lorentz-boosted top quark pairs. The subsequent

decay products of each top quark would merge together. The search for such a unique event

topology is the focus of this dissertation.
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Chapter 3

Experimental Apparatus

The analysis presented in this dissertation uses 13 TeV proton-proton collision data taken by

the Compact Muon Solenoid (CMS) detector at the Large Hadron Collider (LHC) at CERN.

This chapter introduces the LHC and the component systems of the CMS detector. Further

information about the LHC and CMS can be found in Refs. [24] and [25].

3.1 The Large Hadron Collider

Located on the Franco-Swiss border near Geneva, Switzerland, the LHC is the largest and

most powerful particle accelerator in the world. It consists of two interleaved rings, 27 km in

circumference, which are used to accelerate protons and lead ions. The accelerator is located

between 45 m and 170 m underground, at a slope of 1.4%. While the depth of the LHC

tunnel was chosen for geological and cost reasons, the layers of earth above the experiments

also provide useful shielding from radiation.

The proton-proton collision process starts with a bottle of hydrogen, from which hydrogen

atoms are fed into the source chamber of the LINAC2 linear accelerator. Using an electric

field, the atoms are stripped of their electrons, leaving behind hydrogen nuclei: protons.

Next, an electric field is used to accelerate the protons through the LINAC2, at the end of

which they have an energy of 50 MeV. The protons are then injected into the first circular
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Figure 3.1.1: The CERN accelerator complex.
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accelerator in the chain: the Proton Synchrotron Booster (PSB), which comprises four 157-

m-circumference rings. The PSB outputs 1.4 GeV protons, which are then accelerated to

25 GeV by the circular Proton Synchroton (PS). The last stage before the LHC, the Super

Proton Synchrotron (SPS), accelerates the protons to 450 GeV. This acceleration chain is

illustrated in Fig. 3.1.1.

The protons are separated into two beams, which are circulated in opposite directions in

the two rings of the LHC. In the 2011–2012 data-taking period of the LHC (Run I), beams

were circulated at energies of 3.5 TeV (starting in 2011) and 4 TeV (starting in 2012). Now

in Run II, the LHC accelerates each beam to an energy of 6.5 TeV, though it was designed

to accelerate protons up to 7 TeV. To maintain the beams’ circular trajectories, the LHC

contains 9593 magnets, most notably the superconducting dipole magnets, used to bend the

beams and the quadrupole magnets, used to focus the beams.

Each beam consists of 2808 bunches, which in turn starts out with 1.2 × 1011 protons.

The bunches are 7.55 cm long and 16.6 µm wide. Eight radio frequency (RF) cavities are

used to keep the protons tightly bunched and at a constant energy. The bunches circulate

11,245 times per second and are separated by approximately 7.5 m.

Every 25 ns, the two counter-rotating beams collide in four experimental caverns. Since

multiple protons collide per bunch crossing, approximately 1 billion collisions occur every

second. The four LHC experiments are CMS, ATLAS, ALICE, and LHCb. CMS and

ATLAS are multipurpose experiments, which study both proton and lead-ion collisions.

ALICE studies the quark-gluon plasma created in lead-ion collisions, while LHCb’s primary

focus is the matter/antimatter asymmetry present in the interactions of particles containing

b quarks. The experimental focus of this dissertation is the CMS detector, which will be

described in further detail later in this chapter.
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3.1.1 High Luminosity LHC

LHC performance is measured in luminosity, which is defined as the number of collisions

per unit time per cross sectional area. The number of generated events is described by the

equation Nevent = Lσevent, where L is the luminosity and σevent is the cross section for the

process of interest. The LHC has a design luminosity of 1034 cm−2s−1 [24].

In order to extend the discovery reach of the LHC, in June 2014 the CERN Council

approved funding of the High Luminosity LHC (HL-LHC). Additionally, the 2014 report of

the United States’ Particle Physics Project Prioritization Panel (P5) supported investment

in the project. In the 2020s, major upgrades will be made to the LHC in order to increase the

luminosity by a factor of five, compared to the design value [26]. Figure 3.1.2 shows the LHC’s

long term luminosity plans through 2038 (as of October 30, 2017) citeHLLHCworkshop. The

maximum instantaneous luminosity for each year is shown in red, while the total cumulative,

or integrated, luminosity is shown in blue. The grey bands show periods of time called “long

shutdowns” when the LHC is off, so that upgrades can be performed on the LHC and the

experiments. The detector work described in this dissertation was done to help prepare the

CMS muon detectors for the HL-LHC data-taking period. Many HL-LHC detector upgrades

are also called “Phase-II” upgrades.

3.2 The Compact Muon Solenoid

CMS is a cylindrical multipurpose particle detector which features a 13-m-long, 3.8 T super-

conducting solenoidal magnet centered on the particle beam pipe. The powerful magnet was

chosen in order to provide large bending power for charged particles, and therefore excellent

momentum resolution. Within the 6 m internal diameter of the magnet are several detector

subsystems: silicon pixel and tracker detectors, a lead tungstate electromagnetic calorime-

ter (ECAL), and a brass-and-scintillator hadronic calorimeter (HCAL). Muon detectors are

embedded within the steel magnetic flux-return yoke outside of the magnet volume.
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Figure 3.1.2: The planned luminosity of the LHC and HL-HLC through 2038 [27].

A three-dimensional depiction of the CMS detector is shown in Figure 3.2.1. Each sub-

system has barrel and endcap components. The barrel detectors are arranged in cylinders

around the beam pipe, while the endcap detectors are arranged in disks at the ends of the

corresponding barrel detectors. Overall, CMS is 28.7 m long and 15 m in diameter, with a

total weight of 14,000 t [28]. The CMS magnet and detector subsystems will be described in

greater detail later on in this chapter. A more thorough treatment of the CMS detector can

be found in the CMS Technical Design Report [29], the CMS Phase II Technical Proposal

[28], and the Journal of Instrumentation [25].

3.2.1 CMS Coordinate System

The origin of the CMS coordinate system is defined to be at the collision point within the

experiment. The y-axis points vertically upward, the x-axis points radially inward toward

the LHC’s center, and the z-axis points along the beam line toward the Jura mountains [25].
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Figure 3.2.1: A 3D schematic view of the Run I CMS detector [28].

25



In the x–y plane, the radial coordinate is defined as r =
√
x2 + y2, while the azimuthal angle

φ is the angle measured from the x-axis. The polar angle θ is the angle measured from the

z-axis.

Instead of θ, the CMS collaboration preferentially uses pseudorapidity, which is defined

as η = −ln[tan(θ/2)]. For a particle traveling close to the speed of light, at which point its

mass is negligible compared to its momentum, pseudorapidity converges to a variable called

rapidity:

y =
1

2
ln

(
E + pz
E − pz

)
(3.2.1)

Rapidity is useful because particle production is more or less constant as a function of

y. Additionally, rapidity differences (∆y) are Lorentz invariant under boosts along the z-

axis. In high energy events at the LHC, the particles colliding are not whole protons, but

rather the partons (quarks and gluons) inside of the protons. Each parton carries a different

fraction of the proton’s total momentum, characterized by parton distribution functions

(PDFs), and therefore the rest frame of each parton-parton collision has a different boost in

the z-direction.

The variable ∆R =
√

(∆y)2 + (∆φ)2 is used to measure the angular separation between

particles in CMS. Because ∆φ is independent of z, ∆R is also invariant under boosts along

the beam direction.

In CMS, a particle’s momentum and energy measured perpendicular to the z-direction are

denoted by pT and ET , respectively. In an LHC collision, colliding particles move only in the

beam direction. Therefore the total initial pT and ET are zero. Any final state momentum

measured in the in transverse plane would indicate that a particle was either mismeasured or

not detected at all. This imbalance of energy in the x–y plane is known as missing transverse

energy (Emiss
T ) [25].
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3.2.2 CMS Tracker System

Surrounding the interaction point (IP), the tracker is the innermost CMS subsystem. It was

designed to enable precise measurement of the trajectories of high pT (> 1 GeV) charged

particles and precise reconstruction of secondary vertices [25]. The nature of LHC collisions,

causing thousands of particles to traverse the tracker every 25 ns, introduces unique chal-

lenges for an efficient tracker. The high particle flux requires a detector that can operate in

a high radiation environment for many years. Additionally, a detector with high granularity

and fast response time is called for. Such a system necessitates on-detector electronics, which

in turn need proper cooling. The need for physical support systems, as well as electronics

and cooling infrastructure, must be balanced with the goal of minimizing material that would

increase the rates of multiple scattering, bremsstrahlung radiation, photon conversion, and

nuclear interactions.

The many requirements on the CMS tracking system lead to the development of an all-

silicon detector. Due to a larger hit rate density closer to the IP and a desire to keep the

occupancy at 1% or less, pixel detectors were chosen to be used below radii of 10 cm. A

reduced particle flux further from the beam line allows for the use of silicon strip detectors

at larger radii. Figure 3.2.2 illustrates the layout of the tracking system in CMS. It contains

three pixel barrel layers and ten silicon strip barrel layers, as well as 2 pixel disks and 12 strip

tracker disks on each endcap. Overall, the CMS tracker is 5.8 m long, 2.5 m in diameter, and

covers the pseudorapidy range of |η| < 2.5. It is the largest silicon tracker ever built, with

a total active silicon area of ∼ 200 m2 [25]. Despite this large area, it manages to minimize

material in the η-direction, having a maximum depth of 1.8 radiation lengths X0 at |η| ≈ 1.4.

Pixel Detector

The pixel detector is the innermost part of the CMS tracker, with 100×150 µm2 cells in r–φ

and z, respectively [25]. This high granularity allows for small impact parameter resolution

(∼ 15–20 µm), which is necessary for precise secondary vertex reconstruction. Secondary
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Figure 3.2.2: Cross section of the CMS tracker detector. Each line corresponds to a detector
module [25].

vertices are a important aspect of identifying b jets, or b-tagging, which will be discussed

further in later chapters.

The pixel detector comprises three barrel layers (BPix) and two endcap disks (FPix),

and covers the pseudorapidity range |η| < 2.5. The BPix layers are 53 cm long and are

located at radii of 4.4, 7.3, and 10.2 cm. The FPix endcap disks are located at z = ±34.5

and z = ±46.5 cm, with an inner (outer) radius of 6 (15) cm. BPix contains 48 million

pixels, covering a total area of 0.78 m2, while FPix covers an area of 0.28 m2 and contains

18 million pixels.

The layout of the pixel system provides three tracking points for almost the entire η-range.

In the barrel region, the magnetic field causes a Lorentz drift in the electrons traveling to

the collecting pixel implants. This leads to charge sharing and improved spatial resolution.

In order to induce charge sharing in the disks, the FPix are tilted at a 20 degree angle in a

turbine-like geometry [25]. A three-dimensional illustration of the pixel detector is shown in

Fig. 3.2.3.
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Figure 3.2.3: Three-dimensional depiction of the CMS pixel detector [30].

Silicon Strip Tracker

Just outside of the pixel detector, the silicon strip tracker (SST) lies in the 20–116 cm

radial region. As shown in Fig. 3.2.2, the SST comprises three different subsystems: the

Tracker Inner Barrel and Disks (TIB/TID), the Tracker Outer Barrel (TOB), and the Tracker

Endcaps (TEC+ and TEC-). The innermost of these, the TIB/TID is made up of 4 barrel

layers and three disks on each endcap, occupying the radial region between 20 and 55 cm

[25]. The TIB/TID subsystem is composed of silicon micro-strip sensors, 320 µm thick,

which lie parallel to the the beam axis in the barrel region and along the radial direction in

the endcap disks. Of the four barrel layers, the inner (outer) two contain strips arranged at

a pitch of 80 (120) µm, with a single point resolution of 23 (35) µm. The strip pitch in the

the TID varies between 100 and 141 µm. Together, the TIB/TID system provides up to four

r–φ measurements.

Surrounding the TIB/TID is the TOB, with an outer radius of 116 cm and extending
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between ±118 cm in z. The TOB contains 500-µm-thick micro-strip detectors, arranged

in six barrel layers. On the first four layers, the strips have pitches of 183 µm, while the

strip pitches are 122 µm on the outer two layers. The TOB delivers an additional 6 r–φ

measurements, with a 53 (35) µm single point resolution on layers 1–4 (5 and 6).

The TEC± subsystem is the outermost part of the tracker in the z-direction, covering

the region 22.5 cm < |r| < 113.5 cm and 124 cm < |z| < 282 cm [25]. Both the TEC+

and TEC-, where the sign indicates the positive or negative z-axis, contain nine disks, each

with up to seven rings of silicon micro-strip sensors. The strips are 320 (500) µm thick on

rings 1–4 (5–7) and have an average pitch of 97–184 µm. Each TEC provides up to nine r–φ

measurements for a given particle trajectory.

As indicated by the double lines in Fig. 3.2.2, the modules in rings 1, 2, and 5 of each

TEC, as well as the first two layers and rings of TIB/TID and TOB, are mounted back-to-

back with a second micro-strip detector. This second detector lies at a stereo angle of 100

mrad, providing a measurement of the second coordinate, r on the disks and z in the barrel.

This provides a single point resolution of 230 (530) µm in the TIB (TOB); the resolution

varies with pitch in the disks. The arrangement of the SST subsystems delivers ∼ 9 hits in

the pseudorapidity region |η| < 2.4, at least four of which are two-dimensional measurements

[25]. In total, the silicon strip tracker contains 9.3 million strips, 24,244 silicon sensors, and

198 m2 of active silicon area.

3.2.3 Electromagnetic Calorimeter

Surrounding the tracker is the CMS electromagnetic calorimeter (ECAL). The ECAL is made

of lead tungstate (PbWO4) crystals and is designed to make very accurate measurements of

electron and photon energies. As with the tracker, the CMS electromagnetic calorimeter is

composed of a barrel section (EB) and two endcap disks (EE) [25]. Its layout is shown in

Fig. 3.2.4.

Lead tungstate crystals have several characteristics that make them ideal for an LHC
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Figure 3.2.4: CMS electromagnetic calorimeter layout [25].

experiment. They are very dense (8.28 g/cm3), have a short radiation length (0.89 cm), and

have a small Molière radius (2.2 cm) [25]. This allows for a compact and high granularity

calorimeter. Lead tungstate is optically transparent and emits blue-green scintillation when

photons and electrons pass through, producing light in proportion to the particle’s energy.

PbWO4 crystals have a fast scintillation decay time: ∼ 80% of the light is emitted in the

time between LHC bunch crossings, 25 ns. Although the light output is somewhat low

and temperature dependent (at 18◦C, ∼ 4.5 photoelectrons collected per MeV), high-gain

photodetectors can be used to read out the light signal. Additionally, the crystals used in

CMS are required to be radiation hard.

The ECAL barrel is made up of 61,200 lead tungstate crystals and covers the pseudora-

pidity range of |η| < 1.479. The front faces of the crystals are at r = 1.29 m, and they are

230 mm long, corresponding to 25.8 X0. They are tapered, with front (rear) faces ∼ 22× 22

(26 × 26) mm2 in area. The crystals are arranged in a quasi-projective manner so that the
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cracks between crystals do not line up with particle trajectories. Groups of 2 × 5 crystals

are arranged into submodules, each surrounded by a thin alveolar wall made of aluminum

and glass fibre-epoxy resin. Forty to fifty submodules are grouped into modules, based on

their position in η. Groups of four modules are housed in a supermodule, which contains

1700 crystals. In total, the EB crystals have a volume of 8.14 m3 and weigh 67.4 t.

Mounted to the back of each EB crystal is a pair of avalanche photodiodes (APDs)

[25], read out in parallel. Through the photoelectric effect, APDs convert the light from the

crystals into electrons and then provide signal gain through electron avalanche multiplication.

Each APD has an active area of 5 × 5 mm2. They are operated at a gain of 50 and a

temperature of 18◦C. In order to reduce the nuclear effects of particles traversing the sensors,

the APDs are thin (6 µm). When a minimum ionizing particle (MIP) crosses an APD, it

creates a signal equivalent to 100 MeV deposited in the crystal. As with the crystals, the

APDs are tested to ensure radiation tolerance.

Covering the pseudorapidity range 1.479 < |η| < 3.0, the ECAL endcaps are located 315.4

cm from the IP, in the z-direction [25]. The EE crystals are grouped into supercrystals, which

each contain 5× 5 crystals and are surrounded by a carbon-fiber alveolar wall. Each endcap

is divided into two halves, or Dees, which each hold 3,662 crystals. The crystals are arranged

in an x–y grid and are angled between two and eight degrees from the z-axis. They have a

front face cross section of 28.62× 28.62 mm2, a rear face cross section of 30× 30 mm2, and

a length of 220 mm, or 24.7 X0. The EE crystals make up a total volume of 2.90 m3 and

weigh 24.0 t.

Due to the nonuniform magnetic field and high radiation doses in the endcaps, vacuum

phototriodes (VPTs) were chosen to be used as the EE photodetectors. VPTs are photo-

multipliers with a single gain stage. The EE VPTs have a low quantum efficiency and a gain

of only ∼ 10, but this is offset by the large active area (about 280 mm2) [25]. One VPT is

glued to the back of each EE crystal.

In between the ECAL barrel and endcap detectors lies a sampling calorimeter called
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the preshower detector [25]. It was designed to identify neutral pions in the endcap region

between 1.653 < |η| < 2.6, distinguish electrons from MIPs, and improve the position

resolution of the photons and electrons identified in the ECAL. In both the ±z sides, the

preshower consists of a 20-cm-thick disk. Each disk is made up of two layers, each with a

lead layer for initiating electromagnetic showers, followed by a layer of silicon strip sensors

used to measure the energy deposited and the transverse shower profiles. The strips in the

two sensor planes are arranged perpendicularly to one another.

For energies below 500 GeV, the ECAL energy resolution is described by:

( σ
E

)2

=

(
S√
E

)2

+

(
N

E

)2

+ C2 (3.2.2)

where S is the stochastic term, N is the noise term, and C is the constant term. Three fac-

tors contribute to the stochastic term: fluctuations in the lateral shower containment, a 2.1%

photostatistics contribution from the uncertainty in the number of primary photoelectrons

released per GeV, and fluctuations in the energy deposited in the the preshower absorber as

compared to preshower silicon detector measurements. The noise term also has three contri-

butions: electronics noise, digitization noise, and pileup noise. Finally, the constant term is

primarily affected by intercalibration errors, nonuniformity of longitudinal light collection,

and energy leakage from the back of the crystals [25].

3.2.4 Hadronic Calorimeter

The hadronic calorimeter (HCAL) makes up the third layer of CMS detectors. It is used to

measure hadronic jets as well as missing transverse energy, indicative of neutrinos or exotic

new particles [25]. The HCAL is split into four subsystems: the HCAL barrel (HB), endcap

(HE), outer (HO), and forward (HF) detectors. Figure 3.2.5 shows an r–z view of the CMS

detector, indicating the positions of the HCAL subdetectors.

The HB is a sampling calorimeter which is situated radially between the ECAL (outer
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Figure 3.2.5: Cross section of the CMS hadronic calorimeter, indicating the positions of the
hadron barrel (HB), endcap (HE), outer (HO) and forward (HF) calorimeters [25]. The
dashed lines represent the η coordinate.
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radius of 1.77 m) and the magnet coil (inner radius of 2.95 m). It covers the pseudorapidity

range of |η| < 1.3 [25]. The HB is made up of 36 azimuthal wedges, half of which form the

HB+ half-barrel and the other half of which make up HB-. Each wedge consists of alternating

layers of absorber and plastic scintillator. There are sixteen layers of absorber plates, which

are aligned parallel to the beam axis. They are bolted together in an overlapping manner so

that there is no projective dead material. The innermost and outermost absorber layers are

made out of 40-mm- and 75-mm-thick steel plates, respectively, which also provide structural

support. The other fourteen absorber layers consist of brass plates, the first eight of which

are 50.5 mm thick and the last six of which are 56.5 mm thick. The HB brass is 30% zinc

and 70% copper, with a density of 8.53 g/cm3 and an interaction length of 16.42 cm.

There are seventeen layers of plastic scintillator in the HB [25]. Layer 0 lies in between

the ECAL and the first steel HB plate. It is 9 mm thick and made of Bicron BC408. Its

purpose is to sample the hadronic showers that develop in the material between the ECAL

and HCAL. Each of the rest of the scintillator layers sit behind a layer of HB absorber.

They are made of Kuraray SCSN81, a moderately radiation hard plastic scintillator. The

brass-succeeding layers are 3.7 mm thick, while the final layer is 9 mm thick. The greater

thickness of the last layer of scintillator is used to correct for the late developing showers

that leak out of the HB. The scintillator is segmented in η and φ, resulting in a granularity

of (∆η,∆φ) = (0.087, 0.087). A single unit of scintillator is known as a tile; the CMS HCAL

contains about 70,000 tiles.

When a hadron passes through the HB, it interacts strongly with the nuclei of the absorber

material, creating a shower of quarks and gluons. These particles deposit their energy in

the scintillator layers, causing them to produce a blue-violet light. Wavelength-shifting

(WLS) fibres, 0.94 mm in diameter, collect this light, shift it toward the green end of the

spectrum, and carry it to hybrid photodiodes (HPDs) [25]. The HPDs read out the light

and provide a gain of approximately 2000. Multipixel HPDs were chosen to be used as the

HCAL photodectors because of their ability to operate in high axial magnetic fields and to
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proportionally amplify signals over a large range of particle energies.

Because the HB is radially restricted by the ECAL and magnet, a complementary outer

barrel calorimeter (HO) is placed outside the magnet volume to catch the tails of the hadronic

showers [25]. The HO uses the solenoidal coil as the absorber material. Outside of the

solenoid, the magnetic field is returned through an iron yoke made of five rings, which

encircle the ECAL and are 2.536 m wide in the z-direction. The HO makes up the first

sensitive layer in each of these rings. The depth of the HB absorber is at a minimum at

η = 0. Therefore, the central ring of HO (ring 0) has two layers of 10-mm-thick scintillator,

which lie at r = 3.82 m and r = 4.07 m, on either side of a 19.5-cm-thick layer of iron.

Rings ±1 and ±2 each contain a single layer of scintillator, placed at r = 4.07 m. Each

ring is divided into 12 φ-sectors, which are separated by 75-mm-thick stainless steel beams

that are used to hold the magnet return yoke and the barrel muon system. HO tiles are

designed to achieve the same η–φ granularity and utilize the same light collection method as

in the HB. Studies of physics simulation have shown that the inclusion of the HO decreases

the leakage of energy from the CMS calorimeter system and improves the measurement of

missing energy.

As with the other CMS detector subsystems, the HCAL has an endcap component, the

HE. It covers the pseudorapidity range 1.3 < |η| < 3 and consists of two disks (one in either

direction in z) attached to the muon endcap yokes [25]. Each disk comprises 36 wedges in

φ and 18 layers of absorber and scintillator. The absorber layers are made from 79-mm-

thick C26000 cartridge brass, which is nonmagnetic, has high radiation tolerance, and is

inexpensive. The plates are arranged so as to minimize cracks between the HB and HE and

to eliminate dead material. The plastic scintillator layers are 3.7 mm thick (layers 1–17),

except for the 9-mm-thick layer 0. In the HE, the scintillator tiles are trapezoidal in shape

and provide a granularity of ∆η×∆φ = 0.087× 0.087 (∆η×∆φ ≈ 0.17× 0.17) for |η| < 1.6

(|η| ≥ 1.6). As with the HB and HO, the light signal is read out using WLS fibres and HPDs.

Finally, the HF covers the most forward region (3.0 < |η| < 5.0) of the HCAL. Each side
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of the HF is a cylindrical steel structure with an inner radius of 12.5 cm, an outer radius

of 130.0 cm, and a front face 11.2 m from the IP [25]. Each structure is made up of 5-mm-

thick, 165-cm-long (in z) steel plates, which are grouped into 18 azimuthal wedges. Due to

extremely high particle fluxes ( ∼ 760 GeV is deposited in HF per proton-proton interaction,

vs 100 GeV in the rest of the HCAL), quartz fibres are used as the active medium. Charged

particles with energy above the Cherenkov threshold (E ≥ 190 keV) produce Cherenkov

light in the fibres, which is then read out using photomultiplier tubes (PMTs). The fibres

are inserted into grooves in the steel plates, which run parallel to the beam line. They are

then bundled to form ∆η×∆φ = 0.175× 0.175 towers. Electrons and photons deposit most

of their energy in the first 22 cm of the detector, while hadron showers produce nearly equal

signals before and after this 22 cm mark. Therefore, in order to distinguish electronic and

hadronic showers, half of the HF fibres run over the full depth of the absorber (165 cm),

while the other half start at a depth of 22 cm. Long and short fibres alternate in adjacent

grooves, and the two sets are read out separately.

The HF is also used to measure the instantaneous luminosity of the LHC [25]. One

method employed by CMS is counting the average fraction of empty towers, which indicates

the average number of interactions per bunch crossing. The second method profits from the

linear relationship between the luminosity and the average transverse energy per tower.

The thickness of the HCAL, in nuclear interaction lengths, varies from 10–15 λI , depend-

ing on η [25]. At η = 0, the total absorber thickness of the HB is 5.82 λI . The effective

thickness increases with polar angle as 1/ sin θ; therefore the thickness of the HB is 10.6 λI

at |η = 1.3|. In front of the HB, the ECAL adds ∼ 1.1 λI of material. Additionally, the

HO uses the solenoidal coil to add 1.4/ sin θ interaction lengths, extending the depth of the

calorimeter system to a minimum of 11.8 λI . The length of the calorimeter, including both

HCAL and ECAL, is about 10 λI . Figure 3.2.6 shows the thickness of CMS in interaction

lengths as a function of η.
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Figure 3.2.6: Thickness of the CMS detector material, in nuclear interaction lengths λI , as
a function of pseudorapidity [25].
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3.2.5 Magnet

Surrounding the tracker, ECAL, and HCAL, is the superconducting solenoid magnet. It is

6 m in diameter, 12.5 m in length, and weighs 220 t. At full current, 19.14 kA, the magnet

achieves a 3.8 T internal magnetic field and stores 2.6 GJ of energy. In order to generate

such a large field, the solenoid winding is composed of four layers, more than the usual one

or two. The winding is made up of a NbTi conductor reinforced with aluminum [25]. This

structural reinforcement is necessitated by the large mechanical deformation (0.15%) that

occurs when the magnet is turned on, caused by the large amount of energy stored per unit

of the cold mass (11.6 KJ/kg). The cold mass and a cross sectional view of the four-layer

winding can be seen in Fig. 3.2.7.

The magnet flux is returned in a 10,000 t iron yoke, comprising six endcap disks (three

on each end) and five barrel wheels. The muon detectors are housed between the layers of

this return yoke. While the magnetic field is quite uniform within the solenoidal volume

and the return flux is mostly contained within the yoke, there is some nonzero magnetic flux

within muon system volume. This most greatly affects the endcap muon systems closest to

the IP, where the magnetic field is large and nonuniform.

3.2.6 Muon System

Muons experience less radiative loss in the tracker than kinematically similar electrons and

are also expected to be the only directly detectable particles that survives past the calorime-

ter. Therefore, the muon system makes up CMS’s outermost detector subsystem. Layered

within the magnet’s iron flux return yoke, it provides muon identification, momentum mea-

surement, and triggering. The geometry of the high-field magnet and its flux-return yoke

provides strong muon bending power and confines a large portion of the backgrounds to

the endcap muon detectors closest to the IP, thus enabling good momentum resolution and

triggering. The flux-return yoke also acts as a hadron absorber for muon ID [25].

CMS’s muon system was designed to provide good reconstruction of muon momentum
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Figure 3.2.7: The cold mass of the CMS magnet. The entire volume is shown on the left,
while a cross-sectional view of the four-layer winding is shown on the right [25].

and charge over the whole kinematic range of the LHC. Due to the arrangement of the

magnet and flux-return yoke, the muon system comprises a cylindrical barrel region and two

endcap disk sections, similar to the other detector subsystems. In order to instrument 25,000

m2 of muon detection planes, the muon chambers were designed to be inexpensive, reliable,

and robust. Muon drift tube (DT) chambers are located in the barrel region, cathode strip

chambers (CSC) are located in the endcap region, and resistive plate chambers (RPC) are

located in both the barrel and encap regions. All three types of muon detector are gaseous.

Fig. 3.2.8 shows a quadrant of the CMS muon detector, with the DTs, CSCs, and RPCs

depicted in tan, green, and blue, respectively. The muon detectors to be installed for the

HL-LHC are shown in red and purple, including a new type of muon detector, the gas

electron multiplier (GEM) chambers. My work on the CSC and GEM detectors is described

in Appendix A.
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Figure 3.2.8: A quadrant of the CMS detector. The current muon detectors are shown in
tan, green, and blue, while the proposed Phase-II upgrade muon detectors are shown in red
(GEMs) and purple (iRPCs) [28].
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Drift Tubes

In the barrel region, the muon rate is low, the neutron-induced background is small, and the

4-T magnetic field is uniform and mostly contained in the iron flux-return yoke. Therefore,

drift tube chambers, consisting of rectangular drift tube cells, are used for muon identification

and tracking [25]. The CMS barrel muon detector is made up of four stations, which form

concentric cylinders around the beam line. The outermost cylinder contains 70 DT chambers,

while the other three have 60 each. The DT system covers the pseudorapidy region |η| < 1.2.

The layout of the CMS muon drift tubes in one of the five barrel wheels is shown in Fig. 3.2.9.

A DT chamber is made up of drift cells arranged into Superlayers (SL). A single drift cell

has a cross section of 13× 42 mm2, centered on a 2.4-m-long anode wire contained within a

gas volume ( 85% Ar + 15% CO2), shown in Fig. 3.2.10. A charged particle passing through

a drift cell will ionize the gas, causing a cascade of charged particles, which are collected by

the anode wire and cathode strip. The signal is then amplified by the readout system.

One SL is made of 4 consecutive layers of cells, staggered by half a cell. A DT chamber is

then made of two or three SLs. The wires in the outer two SLs are parallel to the beam line,

providing a muon track measurement in r–φ. The wires in the innermost SL are perpendicular

to the beam line, proving a track measurement in the z-direction. The chambers in the fourth

DT station do not contain this third SL layer and therefore do not provide a measurement

in z. The chambers were designed to have a global resolution of 100 µm in r–φ. The design

of the overall DT system allows for a barrel muon momentum measurement that provides

> 95% efficiency for reconstructing a high-pT muon in the pseudorapidity range covered by

four stations.

Cathode Strip Chambers

In the endcap region, the muon rates and background levels are high, while the magnetic field

is large and nonuniform. CMS therefore employs CSCs - which are radiation resistant, finely

segmented, and have a fast response time – for endcap muon detection [25]. The CSC system
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Figure 3.2.9: Layout of the CMS muon drift tubes (light blue) in one of the five wheels [25].
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Figure 3.2.10: Cross section of one of the CMS muon drift tubes [25].

consists of 540 trapezoidal cathode strip chambers, arranged in four disks, or stations, on

each end of CMS (±z). Specifically, there are 72 ME1/1 chambers, 72 ME1/2, 72 ME1/3,

36 ME2/1, 72 ME2/2, 36 ME3/1, 72 ME3/2, 36 ME4/1, and 72 ME4/2 chambers. An

individual chamber is referred to as, e.g. ME +1/2/15, where ME stands for“muon endcap,”

and the chamber is in the 15th position, on the 2nd innermost ring (as measured from r = 0),

on the first disk from z = 0, on the +z endcap. Figure 3.2.11 shows an ME2 ring.

Each CSC chamber covers either 10◦ or 20◦ in φ, and except for the ME1/3 ring, all

chambers overlap, providing contiguous coverage in φ. Muons traversing the detector between

1.2 < |η| < 2.4 will cross three or four CSCs. Between 0.9 < |η| < 1.2, the barrel and endcap

muon detectors overlap, and muons are therefore detected by both CSCs and DTs. Muons

in the pseudorapidity range |η| < 1.6 are also detected by RPCs.

A single CSC chamber consists of six anode wire planes alternately layered between

seven cathode strip panels, within a gas volume (Fig. 3.2.12, left). The wires run along
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Figure 3.2.11: The ME2 wheel of the CMS muon cathode strip chambers. The overlap of
the chambers provides continuous coverage in the azimuthal angle φ [25].
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Figure 3.2.12: (Left) Layout of a CMS cathode strip chamber, revealing the anode wires and
cathode strips in the top layer. (Right) An illustration of muon detection in one CSC layer.
A muon ionizes the gas, inducing a charge on the nearest wires and strips [25].

the φ-direction, measuring a muon’s radial position. The cathode panel strips run along

the r-direction and have a constant azimuthal width. The CSCs are gas ionization cham-

bers, operating under the same principles as the DTs (Fig. 3.2.12, right). They contain a

40%/50%/10% gas mixure of Ar/CO2/CF4, where the CO2 is a nonflammable quencher that

enables large gas gains and the CF4 helps to prevent wire polymerization.

The ME1/1 chambers, which reside within the solenoidal volume and experience the

uniform 4 T magnetic field, have a specialized design. In order to maintain performance under

higher background rates, the ME1/1 chambers are split into two sectors in |η|. Additionally,

the anode wires are tilted by a 29◦ angle, in order to compensate for the Lorentz angle of the

charged particles induced in the gas volume. Overall, the sensitive chamber area is about

5000 m2, the volume of gas contained within the CSC system is greater than 50 m3, and

there are about 2 million wires.

The CSCs both provide precise measurements of muon momenta and serve as a muon
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trigger. Each CSC chamber employs robust pattern recognition in order to reject non-muon

backgrounds and efficiently match hits to those in other CSC stations and the inner tracker.

A single chamber is about 99% efficient at finding level one trigger (L1T) track stubs and has

at least a 92% probability of identifying the correct bunch crossing by the time the L1T is

read out. A muon crossing three to four CSCs is therefore at least 99% likely to be assigned

the correct bunch crossing number. The CSCs have about 2 mm r–φ resolution at L1T, and

75 (150) µm offline r–φ resolution, in the case of (non)ME1/1 and ME1/2 chambers.

Considering both the DTs and CSCs, the standalone muon system’s offline muon mo-

mentum resolution is ∼ 9% for low η and p muons with pT < 200 GeV. This resolution is

limited primarily by multiple scattering in the material in front of the first muon station. De-

pending on |η|, the standalone muon momentum resolution for a 1 TeV muon is 15–40%. At

low momenta, including the inner tracker improves the resolution by an order of magnitude.

At high momenta, around 1 TeV, a global momentum fit only yields a ∼ 5% resolution.

Resistive Plate Chambers

Due to uncertainty in the ultimate muon background rates and in the CMS muon system’s

ability to correctly measure the beam-crossing time during LHC operations at full luminosity,

CMS added a complementary dedicated trigger system to both the barrel and endcap muon

regions [25]. These resistive plate chambers are gaseous parallel-plate detectors, which are

able to determine the time of an ionizing event with better resolution than the 25 ns between

LHC collisions. They provide a fast and independent trigger with a sharp pT threshold and

a coarse, but adequate, spatial resolution over the range |η| < 1.6. They are double-gap

chambers, which are operated in avalanche mode, ensuring good performance at the high

rates expected at the LHC. A single RPC is shown in Fig. 3.2.13.

In the barrel region, the RPCs are arranged into 12 sectors around the DT layers in each

of the five wheels, as shown in Fig. 3.2.14. In the two innermost stations, or rings, each DT

layer has an RPC in front of it (RB1in and RB2in) and behind it (RB1out and RB2out),
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Figure 3.2.13: Cross section of one of the CMS muon resistive plate chambers [29].

Figure 3.2.14: Layout of the CMS muon resistive plate chambers in one of the five wheels
[25].
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with respect to the r coordinate. In the third and fourth stations, both RPCs are located

on the inner side of the DT layer, denoted as RB3+/- and RB4+/-. The fourth station

contains a few exceptions: sector 4 has 4 chambers (RB4++, RB4+, RB4-, RB4- -), while

sectors 9 and 11 each have one RPC. There are 480 rectangular barrel chambers, almost

all of which are 2455 mm long in the z direction. Each chamber consists of two or three

double-gap modules arranged sequentially in the z direction. Each double-gap module has

up to 96 readout strips running along the beam direction. Each strip covers 5/16◦ in φ.

On each of the endcaps, the RPC stations are mounted in concentric rings on the disks,

as shown in Fig. 3.2.8. Each double-gap chamber is trapezoidal in shape. Except in the case

of station one, the chambers in the innermost ring cover 20◦ in φ, while the others cover 10◦.

Gas Electron Multipliers

Studies of muon trigger rates have concluded that maintaining feasible L1 trigger (Sec. 3.2.7)

rates for low pT (< 25GeV ) muons after the 2019–2020 LS2 is not possible without incurring

large losses in endcap muon trigger efficiencies [31]. Unfortunately, this would affect over

half of CMS muon coverage. To address this, CMS plans to upgrade the muon system in

order to maintain Run I muon performance in the high rate environment of the HL-LHC.

One part of the muon upgrade is the installation of GEM chambers in front of the ME1/1

and ME2/1 chambers, as shown in Fig. 3.2.8.

First, pairs of GE1/1 chambers will be installed in front of the ME1/1 chambers, ben-

efiting muon triggering and reconstruction in the 1.6 < |η| < 2.2 region. Due to the large

magnetic field at the first muon station, muon bending is larger than at the other endcap

stations. The first muon station also receives the highest background rate and is therefore a

large contributor to the trigger rate. At this location, the combination of GE1/1 and ME1/1

chambers will effectively multiply the muon path length by a factor of 2.4–3.5, as compared

to the six ME1/1 layers alone. Because muon momentum resolution increases with path

length, the addition of GE1/1s improves the accuracy of muon momentum measurements
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Figure 3.2.15: Level 1 muon trigger rates before (blue) and after the GE1/1 (magenta)
upgrade. Adding the GE1/1 chambers greatly reduces the trigger rate [31].

and significantly reduces the large contribution to the L1 muon trigger rate. Figure 3.2.15

compares the single muon trigger rates in the region 1.6 < |η| < 2.2 before and after the

GE1/1 upgrade. With the inclusion of GEM chambers in the first endcap muon station, the

L1 muon thresholds can be kept at low pT values, thereby maintaining high efficiency for

recording physics processes that feature soft leptons. For example, the GE1/1 upgrade will

enable the L1 single muon trigger threshold to stay at 12–14 GeV, with approximately full

offline efficiency for pT > 18–20 GeV muons.

GEM chambers were chosen for this part of the endcap muon upgrade because they are

capable of operating well at high HL-LHC rates. Additionally, they are small enough to fit in

the spaces originally intended for additional RPCs (deemed unsuitable for the high particle

flux). Figure 3.2.16 gives a side view of a single GEM chamber. As a muon passes through,

it ionizes the gas (Ar/CO2 70:30). Inside the gas volume, are three GEM foil layers (hence

the name “Triple-GEM detector”), across which are applied a voltage difference on the order
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Figure 3.2.16: Triple-GEM operating principle [31].

of a few hundred volts. Each GEM foil has thin conductive layers of copper on each side

and is perforated with hexagonal holes. The strong electric field inside the holes causes an

avalanche of ionized particles. While each foil by itself has a modest gain, the combination

of three foils yields a total amplification factor of up to 105.

The induced charges are then read out by sensitive electronics, segmented into 384 strips

in φ, which are in turn segmented into eight η sectors. Each strip covers 450 µrad in φ,

providing a finely segmented position measurement in the muon bending direction. As shown

in Fig. 3.2.17, the on-chamber readout is performed by 24 custom VFAT ASIC (Application

Specific Integrated Circuit) chips. Each chip reads out 128 strips in one η sector. A pair of

trapezoidal Triple-GEM chambers is combined to form a GEMINI chamber, which covers a

∼ 10◦ sector and complements a single ME1/1 chamber. Due to the physical constraints of

the CMS endcap, the 36 GEMINI in a ring alternate between long (1.55 < |η| < 2.18) and

short (1.61 < |η| < 2.18) detectors. The first test of the CMS GEMs, the GEM demonstrator,

was installed during the LHC EYETS (Extended Year-End Technical Stop) 2016–2017. My

work preparing for the GEM upgrade and assisting the installation is described in Appendix

A.2.
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Figure 3.2.17: The 24 readout sectors of a GEM chamber [31].

3.2.7 Trigger and Data Acquisition

During the 2015 and 2016 data taking eras of Run II of the LHC, a peak instantaneous

luminosity of 1.5 × 1034 cm−2s−1 was achieved, and up to 52 collisions per bunch crossing

(pileup) were recorded in 2016 [32]. This high rate of events makes it challenging to keep

all interesting physics events, given limitations in processing and data storage. Therefore,

the CMS trigger system was designed in order to save collision events, which meet certain

criteria, at a rate of 1kHz or less, out of the 40 million beam crossings that occur every

second (one collision every 25 ns). The CMS trigger architecture consists of two sequential

levels: the Level-1 trigger (L1T) and the High Level Trigger (HLT), which are designed to

reduce the total output event rate by a factor of 106.

The L1T is instrumented with custom, programmable electronics, located partially on

the detectors and partially in an underground control room ∼ 90 m from the CMS cavern.

The architecture of the upgraded Run II L1T is shown in Fig. 3.2.18. It consists of two main

parts, the L1 Calorimeter Trigger and the L1 muon trigger. The former receives information

from the ECAL, HCAL, and HF subdetectors in order to compute energy sums and to

reconstruct jet, hadronically decaying τ , and e/γ (electrons and photons) candidates. The

latter combines three muon track finders - the barrel muon track finder (BMTF), the endcap
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Figure 3.2.18: Schematic of the CMS Level-1 trigger, used for LHC Run II [32].
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muon track finder (EMTF), and the overlap muon track finder (OMTF), covering the regions

|η| < 0.83, |η| > 1.24, and 0.83 < |η| < 1.24, respectively - whose output is sent to the Global

Muon Trigger (µGMT). The µGMT ranks muons by quality and pT and removes duplicates

across track finder boundaries. It also uses information from the Calorimeter Trigger to

compute the isolation (in ∆R) of muon candidates.

Both the Calorimeter Trigger and µGMT output their collections of physics objects to

the micro Global Trigger (µGT), which combines their position, momentum, isolation, and

quality in order to make the final trigger decision. This Level-1 Accept (L1A) is commu-

nicated to the CMS subdetectors through the Timing, Trigger, and Control (TTC) system

[25]. The time between a bunch crossing and sending the trigger decision to the detector

front-end electronics is about 3.8 µs. The L1T is designed to have an output rate of 100

kHz, which translates to a maximum output rate of 30 kHz in practice.

After passing the L1T, an event is passed to the CMS Data Acquisition (DAQ) system, the

schematic of which is shown in Fig. 3.2.19. The event data is extracted from the subdetectors’

front-end buffers, sent to the DAQ system by the Front-End Drivers (FEDs), and read in by

the Front-end Read-out Links (FRLs). The event builder combines the different fragments

from a single L1A into an event and sends it to one Filter Unit (FU) in the Event Filter, a

computing farm of about 1000 processing nodes. The Event Filter performs Data Quality

Monitoring (DQM) on the data and sends the events to the HLT.

The HLT is a software system, implemented on the filter farm node, which performs

complex calculations on the full events to determine which ones contain physics processes of

interest. The resulting stored events are separated into HLT paths, which are defined by the

kinematic criteria the events are required to meet. For example, the PFHT800 path requires

events to have HT > 800 GeV, where HT is defined as the scalar sum of the pT of every jet

in the event (pT > 30 GeV). This, and other HLT triggers, are used in the analysis presented

in this thesis. After the HLT, the event rate is reduced to the desired rate, and the data are

then sent to mass storage in the CERN data center.
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Figure 3.2.19: Schematic of the CMS DAQ system [25].
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Chapter 4

Event Reconstruction

Once collision events have been recorded and stored by CMS, sets of pattern-recognition

algorithms are used to reconstruct physics objects from the combined information from the

different detector subsystems. These reconstructed objects will later be referred to as “reco”

objects. The events are thereby transformed from tracks and energy deposits into a group

of particles that originate from a single proton-proton collision point, or primary vertex.

This chapter provides an overview of standard event reconstruction in CMS. A particular

emphasis is placed on jet reconstruction, which is of particular importance to the physics

analysis presented later in this dissertation.

4.1 Particle Flow

In CMS, as in many other modern multipurpose particle detectors, particles are identified

based on the way they interact with the various detector layers, arranged in a cylinder around

the beam axis. First, in the tracker, charged particles’ paths (tracks) and origins (vertices)

are reconstructed from “hits” in the active detector layers. The magnetic field in which the

tracking detector is immersed bends the paths of the charged particles, allowing their charge

and momenta to be measured. Next, electrons and photons deposit their energy in the

ECAL. The resulting electromagnetic showers are recorded as energy clusters in neighboring
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Figure 4.1.1: A transverse slice of the CMS detector, showing the interactions of the different
types of particles with the different detector elements [33].

detector cells, which allow the direction and energy of the particles to be determined. Neutral

and charged hadrons may start to shower in the ECAL, though their energy is not fully

absorbed until they pass into the HCAL. As in the ECAL, energy clusters are used to

measure the particles’ energies and directions. While muons deposit little to no energy in

the calorimeters, they then pass through additional tracking layers built specifically for muon

detection. Neutrinos do not interact with the detectors at all and must be reconstructed from

the missing transverse energy (MET) in the event (the total energy of the event in the x–y

plane should sum to zero). Figure 4.1.1 gives a simplified view of these interactions through

a transverse slice of the CMS detector [33].
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Traditionally, physics objects have been reconstructed using separate detector elements:

jets and missing energy from the calorimeters, isolated photons and electrons from the ECAL,

b jet and hadronic τ decays from the tracker, and muons from the muon detectors. CMS,

however, uses an improved reconstruction algorithm, called Particle Flow (PF), which com-

bines the basic elements of the different detector layers into final state particles. Combining

more tracks and energy measurements yields more precisely reconstructed particles.

The first step of Particle Flow reconstruction makes use of the link algorithm to connect

the PF constituents from different subdetectors [33]. For a given event, this algorithm will

test pairs of detector elements that are nearest neighbors in the η–φ plane. This restriction

reduces the computing time to a manageable length, even for large numbers of particles.

The specific requirements needed to link two detector elements depend on the subdetectors

in question and are described in [33]. Once two elements are linked, the algorithm defines

a distance between them, with closer elements rated as a higher quality link. Finally, PF

blocks of detector elements are created, associated either through a direct link or an indirect

link made through commonly linked elements.

Figure 4.1.2 shows most of the possible link combinations that result in photons, charged

hadrons, and neutral hadrons. For illustrative purposes, a jet with a pT of 65 GeV and only

five constituent particles (K0
L, π

+, π−, and π0 → γγ) was simulated in the CMS detector.

The track T1 is linked to the ECAL energy cluster E1 and to the HCAL energy clusters H1

(smaller link distance) and H2 (larger link distance). The track T2 is also linked to clusters

H1 and H2 in the HCAL, but not to any ECAL clusters. A PF block with five PF elements

is then created. In this block, T1, E1, and H1 correspond to the π−, while T2 and H2

correspond to the π+. There are three other ECAL clusters, which correspond to the neutral

kaon and to the pair of photons resulting from the π0 decay. As none of these clusters are

linked to any track or other cluster, they each form their own PF block [33].

Generally, PF blocks do not contain elements from more than a few particles, and there-

fore PF computing time increases only linearly with particle multiplicity. The particle mul-

58



Figure 4.1.2: Event display of a PF jet made up of K0
L, π

+, π−, and π0 particles. The jet is
reconstructed by linking tracks and calorimeter clusters. The top illustration depicts the x–y
plane of the CMS detector, with the concentric circles indicating the calorimeter surfaces.
The bottom left (right) display shows the η–φ surface of the ECAL (HCAL). The green
solid lines show the charged particle trajectories, while the blue dashed lines show those
of the neutral particles. The blue markers indicate the particles’ impact positions on the
calorimeter surfaces, while the red dots give calorimeter cluster positions. In the bottom
two views, the cells included in these clusters are depicted as boxes, with the cells with the
largest energy deposits in dark grey. In this specific event, the two charged pions (π−, π+)
are reconstructed as two charged-particle tracks T1,2, which point to the two HCAL clusters
H1,2. While the π+ does not create an ECAL cluster, the π−, the two photons from the π0

decay, and the K0
L are detected as four ECAL clusters E1,2,3,4 [33].
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tiplicity per unit of solid angle, as well as subdetector granularity, does affect the probability

for the algorithm to link subdetector elements arising solely from a single particle. Addi-

tionally, the probability for all of the elements resulting from a given particle to be linked

is primarily limited by the amount of material encountered before reaching the calorime-

ters and muon detectors. Traversing more material may lead to the emission of secondary

particles and to small trajectory deviations due to multiple scattering.

The particle flow algorithm identifies particles in the following order [33]. First, muon

candidates are identified using muon detector tracks, inner tracks, and calorimeter energy

deposits. The corresponding PF elements are then removed from their PF block. Next, elec-

trons and photons are identified, combining information from the inner tracker and calorime-

ters. The two particle types are identified at the same time, because electrons traversing

the detector often emit bremsstrahlung radiation in the form of photons, which often con-

vert to e+e− pairs, etc. Electron candidates should contain linked hits from both the inner

tracker and calorimeters (primarily ECAL), while isolated photon candidates should contain

only calorimeter hits, with no linked tracks. As with muon candidates, electron and photon

candidates are removed from their respective PF blocks once identified.

Once muons, electrons, and isolated photons have been identified and removed from the

appropriate PF blocks, clustering algorithms are used to group charged hadrons, neutral

hadrons, nonisolated photons, and muons from charged hadron decays into jets. Jet clus-

tering techniques will be discussed further in the next section. Finally, after all tracks and

calorimeter clusters have been assigned to physics objects, the vector sum of the transverse

energy of each event is calculated, and its negative is determined to be the MET of the event.
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4.2 Jets

4.2.1 Jet Clustering

Quarks and gluons produced in proton-proton collisions at the LHC result in collimated

sprays of energetic particles known as jets. Ideally, reconstructed jets should contain all of

the decay products from a single quark or gluon coming from the initial hard scatter. To

do this, CMS uses pattern recognition algorithms, called jet clustering algorithms. These

algorithms should be infrared and collinear (IRC) safe, meaning they should be insensitive

to the emission of arbitrarily soft (low energy) or collinear particles [34]. Additionally, jet

clustering algorithms should provide a repeatable method for combining constituent particles.

The jet algorithms considered in this dissertation are part of a group of related sequential

recombination algorithms: kT [35], Cambridge/Aachen (CA) [34], and anti-kT (AK) [36]. To

form a jet, the algorithms iterate over pairs of particles, considering the following quantities:

dij = min(knT,i, k
n
T,j)

∆R2
ij

R2
diB = knT,i (4.2.1)

where ∆R2
ij = (yi−yj)2 +(φi−φj)2 is the distance between particles i and j in the y–φ plane

and yi, φi, and kT,i are the transverse rapidity, azimuthal angle, and transverse momentum of

particle i, respectively [36]. The maximum allowed radius for a jet is represented by R, while

diB represents the distance between the beam and particle i. For the kT , Cambridge/Aachen,

and anti-kT algorithms, the respective values of n are 2, 0, and -2.

The clustering process identifies the minimum of all dij and diB. If a dij is the smallest,

particles i and j are merged into a single jet. If instead diB is the smallest, particle i is a

final jet and removed from the list of potential jet constituents. The algorithm continues

forming jets until no particles are left.

The physical difference between the three algorithms lies in the n parameter, which gov-

erns the relative power of the geometric vs energy scales. The simplest case is the CA

algorithm, which preferentially clusters nearby particles, without consideration for their rel-
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Figure 4.2.1: Jet shapes after different clustering parameters [36].

ative energies. The kT algorithm preferentially combines nearby low-momentum particles,

while the anti-kT algorithm gives preference to the merging of nearby high momentum par-

ticles. Figure 4.2.1 shows an example of how the same set of particles would be clustered

with these different algorithms. The shapes of the kT and CA jets fluctuate in response to

the presence of soft (low-energy) particles, while the anti-kT algorithm gives rise to mostly

conical jets that are centered on its hardest (highest energy) constituent.

The anti-kT algorithm is especially useful for analyses that focus on high energy jets, as

they can be iteratively declustered to remove soft and wide angle radiation while still keeping

the hard particle of interest. Such “jet grooming” techniques will be introduced in Chapter

5. In that section, both CA15 jets (R = 1.5) and AK8 (R = 0.8) jets are used, while the Z ′
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search only uses AK8 jets.

4.2.2 Pileup Removal Algorithms

Primary vertices are separated spatially along the beam axis and ranked by the quadratic

sum of the pT of their tracks [33]. The primary vertex with the highest
∑
p2
T is considered to

be the hard-scatter vertex, and the others are called pileup vertices. During the jet clustering

process, sometimes unwanted particles originating from pileup vertices are merged into the

jet of interest. While there are many techniques used to remove these pileup particles,

two methods of particular interest to this analysis are “pileup charged-hadron subtraction”

(CHS) and “pileup per particle identification” (PUPPI).

Particle Flow CHS (PFCHS) makes use of the fact that some charged hadrons can be

linked to tracks that point back to the scattering vertex from which they originate [33]. If a

charged hadron is identified as coming from pileup, it is removed from the list of particles used

to form physics objects. This technique, however, does not work for photons, neutral hadrons,

and reco particles outside of the tracker acceptance. Fortunately, there is a relatively uniform

pT density of pileup interactions in the (η, φ) plane. Therefore, in addition to PFCHS, the

average pT contribution from pileup can be subtracted from CMS physics events.

A newer technique for pileup mitigation called PUPPI, which is used as an extension

of PFCHS in CMS, aims to remove all pileup particles from jets. First, the variable α is

computed for each particle i in an event:

αi = log
∑

j∈Rmin≤∆Rij≤R0

pT,j
∆Rij

(4.2.2)

where pT,j is the transverse momentum of particle j and ∆Rij is the distance between

particles i and j in (η, φ) [37]. R0 and Rmin define the outer and inner boundaries of a

cone, centered on particle i, within which other particles are included in the sum. Figure

4.2.2 shows the αi distributions for particles in both the central and forward regions of the
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Figure 4.2.2: The distribution of αi for particles in the forward region of CMS, η > 2.5, (left)
and particles in the central region, η < 2.5, (right) [37]

.

CMS detector.

Once αi has been calculated, each particle is assigned a weight by comparing its α value

to the median of the charged pileup α distribution. This weight indicates how likely a particle

is to come from pileup and ranges in value from zero (most pileup-like) to one (most hard-

scatter-like). The weights are used to rescale the particles’ four-momenta, (E, px, py, pz).

Then, particles with very small rescaled pT and/or very small weights are discarded. These

PUPPI particles can then be used as the input to e.g. a jet clustering algorithm.
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Chapter 5

Top Tagging Studies

In the analysis discussed in this dissertation, Z ′ bosons and RS KK gluons decay to top

quark pairs, which in turn decay hadronically (t → Wb,W → qq̄). Due to the high mass

(1–5 TeV) of the resonances, each top is highly Lorentz-boosted, causing its decay products

to be highly collimated. For a top quark with a given pT , these decay products are generally

contained within a cone of ∆R = 2m
pT

, where m is the mass of the top quark. Therefore, a

jet clustering algorithm with a distance parameter of R = ∆R will be able to collect all of

the decay products of a “top jet”.

Due to the high rates of QCD multijet production during 13 TeV proton-proton collisions

at the LHC, many techniques have been developed to distinguish these backgrounds, which

originate from light quarks or gluons, from top jets, which have large invariant mass and a

distinctive three-pronged substructure. One such technique is mass grooming, which is used

to remove soft and wide angle radiation from within a jet, coming from pileup, parton shower

activity, or underlying events. In this chapter, trimming [38], pruning [39], filtering [40], and

softdrop [41] grooming methods are discussed.

Other substructure observables are also used to discriminate between top and QCD jets.

Examples include n-subjettiness [42], used to identify the number of subjets inside of a jet,

and Q-jet volatility [42], which measures the stability of the jet mass when subjected to
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randomized clustering of the jet constituents. Combined taggers, which are designed to

perform a complete reconstruction of the kinematics of the top decay, include the CMS

Top Tagger (CMSTT) [43, 44], the HEPTopTagger Version 2 (HTT V2) [45], and shower

deconstruction [46, 47].

A selection of these algorithms are briefly described in this chapter, followed by a study of

their performance for high-pT jets (pT > 400 GeV). Combinations of different tagging tools

are considered, and their stability is compared as a function of pT and number of pileup

vertices. Example working points are used to examine efficiency of both signal selection and

background rejection.

This chapter draws on the work documented in [48], to which I was a major contributor.

Earlier CMS top tagging studies are documented in [49]. The studies presented were under-

taken not only for the Z ′ search but also to set recommended working points for all CMS

LHC Run II analyses.

5.1 Simulated Samples, Object Definitions and Event

Selection

Top-tagger performance is evaluated for QCD and hadronic top jets with pT in the ranges

470–1400 GeV, using simulated collision data at a proton-proton center-of-mass energy of

√
s = 13 TeV. Samples of Z ′ resonances, ranging in mass from 1–3 TeV and decaying

exclusively to tt̄, are used to provide the boosted-top signal. These Z ′ samples are simulated

with MADGRAPH5 [50], which is interfaced with PYTHIA8.2 [51] for the hadronization.

The resonances are narrow, with widths equal to 1% of their masses. The QCD multijet

background samples are generated with PYTHIA8.2 and are separated into bins in pT .

AK8 PFCHS jets are primarily used for the taggers considered in this chapter, as nearly

100% of the decay products of a top with pT > 470 GeV can be collected in a jet with a cone

of R = 0.8. The one exception is the HEPTopTagger, described in section 5.2, which takes
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pT range [GeV] Max. |η| QCD mZ′ [TeV] R ∆R(p, jet) max(∆R(t, q))
470 − 600 2.1 470 − 600 1.25 0.8 0.6 0.6
600 − 800 2.1 600 − 800 2.0 0.8 0.6 0.6
800 − 1000 1.5 800 − 1000 2.0 0.8 0.6 0.6
1000 − 1400 1.5 1000 − 1400 3.0 0.8 0.6 0.6

Table 5.1: Overview of the selection criteria for top tagging performance studies. The first
column gives the pT bins into which the samples are separated, while the second column
gives the corresponding |η| requirements. The QCD samples are already pT -binned, while
the signal samples are denoted by the Z ′ mass. The signal samples are grouped into the pT
ranges most compatible with the pT distributions of their top quark daughters. In the last
three columns, R denotes the reco jet cone size, ∆R(t, q) gives the matching criterion, and
∆R(t, q) gives the maximum distance between the top quark and its constituent quarks [48].

CA15 PFCHS jets as its input. As explained in the previous chapter, CHS is applied to the

particle flow jets in order to mitigate pileup. In addition to the application of CHS, selected

leptons are removed before the jets are reconstructed.

In order to ensure that the studies are performed on the desired objects, all jets are

required to be matched to a generator-level object originating from the hard scatter. Signal

jets are matched to generator-level hadronic top quarks, while background jets are matched

to generator-level partons (u, d, s, c, b and gluon). The matching is done by selecting the

closest jet, within ∆R < 0.6, to a generator-level top quark or parton.

Due to the large pT range of samples considered, the various top taggers are studied in bins

of pT , determined by the transverse momenta of the generator-level top quarks and partons.

Once the samples have been separated into pT bins, a weight is assigned to each generator-

level object, resulting in approximately flat distributions in pT - and η-space. Different |η|

selection criteria are applied for different pT bins, because the top-jet candidate distribution

becomes more central at higher values of pT . Additionally, in order to ensure that all three

quarks from the top quark decay are contained within the larger jet, a restriction is placed

on the b quark and the two quarks originating from the W decay: max(∆R(t, q)) < 0.6.

This restriction is only enforced for the signal selection. An overview of these selection

requirements is shown in Table 5.1.
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5.2 Top Tagging Methods

5.2.1 Groomed Masses

The most straightforward way to discriminate between jets originating from top quarks and

those from light quarks and gluons is to use the invariant mass of the jets. Jet invariant

mass is calculated as the combined invariant mass of the jet constituents. It should be much

larger for top jets than QCD jets, due to the large mass of the top quark. Unfortunately,

contributions from the underlying event, pileup, and initial state radiation can substantially

increase the reconstructed jet mass, which should be nearly zero for light quark and gluon

jets. This is especially problematic in boosted object identification, where more pileup is

clustered into the jets due to the large cone sizes (0.8, 1.5) used.

Fortunately, jet grooming methods have been developed to remove these additional con-

tributions to the reconstructed jet mass. The earliest such tools include trimming [38] (mTr)

and filtering [40] (mFilt). In both methods, the constituents of the initial jet are reclustered

into subjets with a smaller distance parameter r (0.2 in this case). When the trimming

algorithm is used, only the subjets that meet the criterion pT,subjet > f · pT,jet are kept,

where f is a constant. The filtering algorithm, instead, sorts the subjets in order of pT and

only keeps the leading n subjets. In both cases, the remaining subjets are combined, as a

four-vector-sum, to form the new groomed jet.

Pruning [39] (mPr), on the other hand, is a reclustering procedure, removing jet con-

stituents one at a time. Using all of its constituents, the clustering of the initial jet is

repeated, with additional requirements. For two objects i and j to be combined into object

p, the following conditions must be met:

z =
min(pT i, pTj)

pTp
< zcut and ∆Rij > rcut, (5.2.1)

where pTx is the transverse momentum of object x and ∆Rij denotes the distances between

objects i and j. Two parameters are used to suppress soft and wide-angle radiation, respec-
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tively: zcut and rcut. If the conditions are not met, the lower-pT object is discarded. The

clustering process continues until all constituents have either been removed or clustered into

the new groomed jet.

The last mass groomer considered in this chapter is soft drop [52, 41] (mSD), which

iteratively declusters jets to remove soft and wide-angle radiation. Step by step, a jet’s

clustering is reverted, separating the jet j into two subjets j1 and j2 at each stage. If the

softdrop condition is met:

min(pT1, pT2)

pT1 + pT2

> zcut · (
∆R12

R
)β, (5.2.2)

then the procedure stops with final jet j. If not, the declustering continues, discarding the

lower pT subjet and relabeling the higher pT one as j. The tunable parameters zcut and β

used to set the strength of fractional pT and collinear radiation selection, respectively.

5.2.2 N-Subjettiness

Another useful tool for distinguishing between signal and background is the distribution of

energy within a jet. The energy in hadronic top jets is expected to be deposited in three

main regions, corresponding to the three quarks resulting from the top decay. QCD jets, on

the other hand, are expected to have only one or two such regions, or subjets.

N-subjettiness τN is an algorithm [42] designed to determine the consistency of a jet to

have N (or fewer) subjets. Jet axes are found for an N subjet hypothesis, using the one-pass

optimization algorithm. The consistency of the particle flow candidates with the individual

axes is then determined, and n-subjettiness is calculated according to the following formula:

τN =

∑
i∈particles

piT ·min(∆R1,i,∆R2,i, . . . ,∆RN,i)∑
i∈particles

piT ·Rjet

.

Here, the quantities ∆Rj,i represent the angular distances between particle i and subjet axis
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j, where j ranges between 1 and N to compute n-subjettiness. The normalization factor in

the denominator uses Rjet, the distance parameter used for jet clustering (0.8 in this case).

Jets with low values of τN have particle deposits that are more aligned with the hy-

pothesized number and position of the subjet axes, while higher values of τN are found

for jets inconsistent with a given hypothesis. Additional discrimination between signal and

background jets can be obtained by taking ratios of successive τN values. The ratio of

3-subjettiness to 2-subjettiness is used to increase identification efficiency and background

rejection of top quark candidates.

5.2.3 b Quark Tagging

One important feature of a top jet is the presence of a subjet originating from the decay

of a B hadron. Depending on their initial momenta, the lifetime of B hadrons is ∼ 1.5 ps,

causing them to decay at a distance of a few mm to one cm from the initial top decay vertex.

In the inner tracker, it is possible to reconstruct this secondary vertex. Additionally, the

light quark and gluon jets associated with QCD backgrounds are not expected to contain

such secondary vertices. Therefore, the presence of a subjet originating from a secondary

vertex is a powerful tool for separating top jets and QCD jets. To this end, CMS employs a

multivariate discriminator called combined secondary vertex version 2 (CSVv2) [53]. In this

dissertation, softdrop subjets are used as inputs to the CSVv2 algorithm.

5.2.4 CMS Top Tagger

The CMS top tagger (CMSTT) [43, 44, 49] is a combined tagger that reverses the original

pair-wise clustering of a jet, step by step, in order to find the initial jet. The declustering

operates in two steps. First, in the primary decomposition, the input jet is declustered into

two subjets. Then, in the secondary decomposition, an attempt is made to decluster each

subjet. Selection criteria on the angular distances and transverse momenta of the subjets

are applied in order to veto declusterings that are too close or too low in pT .
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The CMSTT provides several discriminating variables: jet mass mjet, the number of

subjets Nsubjets, and the minimum pairwise mass mmin. This last variable is used as a proxy

for the W boson mass and is defined as the minimum invariant mass of all possible pairwise

combinations of the three pT -leading subjets. The Run-I Z ′ → tt̄ analysis employed the

CMSTT to identify top jets.

5.2.5 HEPTopTagger

Another combined tagger, the HepTopTagger [54, 55, 45] version 2 (HTT V2) is a multi-stage

tagging algorithm. First, it declusters a CA15 jet j into subjets j1 and j2 (where j1 is the

more massive of the two), reversing the original clustering if mj1 < 0.8 mj, both subjets are

kept for further analysis; if not, j2 is discarded.

The declustering process is repeated for the subjets until all have a mass less than 30

GeV. If fewer than three subjets remain, the top candidate is discarded. Otherwise, the three

pT -leading subjets are sent to a filtering step: Rfilt = min(0.3,∆Rjk/2), after which the five

pT -leading subjets are kept. These are then reclustered into three subjets, corresponding to

the three subjets in a top jet. If no combination can be found in which all three subjets have

pT > 30 GeV, the top candidate is discarded.

The discriminating variables obtained from this algorithm included the top quark mass

m123, i.e. the invariant mass of the three subjets, and fRec, the ratio between the recon-

structed W and top masses:

fRec = min
ij

∣∣∣∣∣
mij

m123

mW

mt

− 1

∣∣∣∣∣ , (5.2.3)

where mij is the invariant mass of subjets i and j and mW (mt) is the true mass of the W

boson (top quark).

Additionally, in the optimal-R approach, HTT V2 searches for an optimal cone size for

the reconstructed top quark as a function of pT . Testing cone sizes in descending order from
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R = 1.5 to R = 0.5, the previously described procedure is applied. The optimal cone size

(Ropt) is determined to be the smallest possible value of R that results in a jet whose mass

is less than 20% different from that found with R = 1.5.

Therefore, HTT V2 provides another discriminating variable: ∆Ropt = Ropt−Rcalc
opt . This

is the difference between a given jet’s optimal cone size Ropt and the expected value Rcalc
opt ,

calculated as a function of pT for a sample of pure top jets.

5.2.6 Shower Deconstruction

Shower deconstruction [46, 47] is also a combined tagger which, unlike the previous two,

provides a single likelihood-based discriminating variable. First, the input jet is reclustered

with the kT algorithm into up to nine “microjets.” The term microjet is used, because the

reclustering is done with a small distance parameter, MJ R = 0.1 in this case.

The set of four momenta of the resulting microjets are denoted as {p}N = {p1, p2, . . . , pN}.

Then, the probability for a simplified parton shower Monte Carlo to produce {p}N , given the

background or signal hypothesis is calculated. The resulting signal (background) likelihood

is denoted as P ({p}N |S) (P ({p}N |B)).

The final shower deconstruction discriminating variable is defined as:

χ =
P ({p}N |S)

P ({p}N |B)
. (5.2.4)

where high values of χ indicate a more signal-like (top-like) jet, while low values of X indicate

a more background-like (QCD-like) jet.
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5.3 Distribution of Top Tagging Discriminating Vari-

ables

This section examines distributions of discriminating variables described in Section 5.2. The

pT and η cuts and flattening weights, described in Section 5.1, are applied to all plots.

The percentages reported in the plot legends indicate the number of entries plotted in each

histogram, with respect to the fiducial selection. This efficiency results from generator-level

matching, jet reconstruction, boosted algorithm, and preselection efficiencies, as well as the

choice of x-axis range.

5.3.1 Mass and N-subjettiness

Figure 5.3.1 shows distributions of AK8 jet masses in various pT bins for both QCD and

boosted hadronic top jets. Compared to the ungroomed jets, jets with pruning and soft drop

applied show a marked improvement in the discriminating power of the jet mass variable.

Additionally, a much better stability across pT bins is seen for the groomed jet masses. This

separation is slightly better for the softdrop mass, where the QCD mass spectrum is pushed

closer to zero.

In both the pruned and softdrop mass signal spectra, a clear peak can be seen near the

top mass value. A second peak is visible near the W mass, due to top candidates whose

b quark is not captured inside the R = 0.8 jet cone. This feature is most prominent for

the lowest pT bin, as expected. Applying the merged-top requirement removes this W -mass

peak.

Figure 5.3.2 shows the ungroomed τ3/τ2 distribution for signal and background jets.

Unsurprisingly, the distribution of background jets tends toward lower values of τ3/τ2, while

top jets tend toward higher values. Even after a cut on softdrop mass has been applied (110

< mSD. < 210 GeV), good discrimination power of the τ3/τ2 variable is seen. Good stability

as a function of pT is also observed.
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Figure 5.3.1: Distribution of AK8 jet masses with different groomers applied: no grooming
- top left, pruning (z = 0.1, rcut = 0.5) - top right, soft drop (z = 0.2, β = 1) - bottom row.
The bottom left (right) shows the softdrop mass distribution without (with) the merged-top
requirement. The percentages in the legends indicate the number of entries plotted in each
histogram, with respect to the fiducial selection. Events were generated with an average of
〈µ〉 = 20 pileup interactions and a 25-ns spacing between proton bunches [48].
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Figure 5.3.2: Distribution of ungroomed AK8 τ3/τ2, after a selection on softdrop mass has
been applied (110 < mSD. < 210 GeV). The percentages in the legend indicate the number
of entries plotted in each histogram, with respect to the fiducial selection. Events were
generated with an average of 〈µ〉 = 20 pileup interactions and a 25-ns spacing between
proton bunches [48].

5.3.2 Combined Tagger Variables

The three most important HTT decision variables are shown in Fig. 5.3.3. In the mass plot,

the top jet masses peak around 150, while the QCD peak is around 40 GeV. Due to the

fact that this method automatically rejects top candidates that are not fully merged, a very

minimal bump is seen near the W mass in the signal distribution.

The fRec distribution is quite peaked at zero for signal jets and is much flatter for back-

ground jets. The ∆Ropt distributions are peaked at zero, with the top jets displaying a

sharper peak than the QCD jets and the sharpness of the peak increasing with pT for both

signal and background samples. The mass and fRec distributions, on the other hand, show

very nice stability with respect to pT . All HTT V2 variables exhibit the low efficiency of the

HTT algorithm, due to the many stages at which top candidates are rejected.

Figure 5.3.3 also shows the distribution of the shower deconstruction variable χ. Top jets

peak near log(χ) ≈ 5, while QCD jets peak near 0. The efficiency of this variable can also
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be quite low, because the algorithm fails for some jets. The pT stability of the χ variable is

not as good as some of the other variables considered.

5.4 Tagger Combinations

As the first step in comparing the performance of the different variables and taggers, single

variable ROC (receiver operating characteristic) curves, shown on the left of Fig. 5.4.1, are

considered. These curves are produced with the Toolkit for Multivariate Data Analysis with

ROOT (TMVA) [56] package. Each curve shows the background mistag rate εB vs signal

efficiency εS for a given observable. Each point on a given curve represents a cut-based

selection window applied to that observable. The efficiency is defined as the number of

jets that pass a given cut with respect to the total number that pass the initial selection

criteria described in Section 5.1. The results are shown for one of the middle pt bins, 800

GeV< pT <1000 GeV.

Shower deconstruction by far outperforms the other variables, by at least a factor of

three for most of the phase space considered. The next most performant variables are n-

subjettiness, at low signal efficiencies, and HTT V2 mass, at high effciencies.

Next, combinations of variables are considered. A z-score diagram (Fig. 5.4.2) is used to

determine the combinations that provide the best signal/background discrimination power.

The z-score is defined as 1/εB when the signal efficiency is equal to 30%. A projective

likelihood estimator is used for the single-variable entries on the diagonal, while a Boosted

Decision Tree is used for the off-diagonal entries.

The diagonal entries in the z-score diagram can be compared to the single-variable ROC

curves. Considering a signal efficiency of 30%, the shower deconstruction variable χ is the

most performant, with a z-score of 385 and a background mistag rate of ∼ 0.26%. The next

most performant variables are the HTT V2 and CMSTT masses and τ3/τ2. Considering pairs

of variables, combining χ with b-tagging or groomed masses shows quite an improvement
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Figure 5.3.3: Distribution of HTT V2 mass (top left), HTT V2 fRec (top right), HTT V2
∆Ropt (bottom left), and log(χ) (bottom right). The HTT V2 variables use CA15 jets as
inputs, while the shower deconstruction variable uses AK8 jets. The percentages in the
legends indicate the number of entries plotted in each histogram, with respect to the fiducial
selection. Events were generated with an average of 〈µ〉 = 20 pileup interactions and a 25-ns
spacing between proton bunches [48].
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Figure 5.4.1: ROC curves: single-variable (left) and combined-variable (right). Each point
on a given curve represents a cut-based selection window applied to the corresponding ob-
servable(s) [48].

(50–100%) over using χ alone. Additionally, combining τ3/τ2 with a groomed mass variable

provides good discrimination power.

After the z-score diagram is evaluated, ROC curves are produced for the most promising

variable combinations (Fig. 5.4.1 right). Each point on a given curve corresponds to a

selection window for each of the associated variables. Compared to the single variable ROC

curves, the combined variables show a significant improvement in performance. Most of the

combined-variable curves are similarly performant, with those including b-tagging achieving

the best overall performance.

5.5 Tagger Efficiency Kinematic Dependence

In this section, the observables previously described are examined, comparing the perfor-

mance of top tagging working points defined in Table 5.5. An optimal working point should

provide high signal efficiency and background rejection across a wide range of jet pT and |η|

values, as well as maintain stable performance for large amounts of pileup activity in the
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signal efficiency is equal to 30%. A projective likelihood estimator is used for the single-
variable entries on the diagonal, while a Boosted Decision Tree is used for the off-diagonal
entries [48].
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Substructure Algorithms Used for High-pT Working Points
110 < MSD < 210 GeV τ3/τ2 < 0.5
110 < MSD < 210 GeV τ3/τ2 < 0.6 b-tag > 0.8

140 < CMSTT Mass < 250 GeV τ3/τ2 < 0.5
140 < CMSTT Mass < 250 GeV τ3/τ2 < 0.6 b-tag > 0.8
120 < HTT V2 Mass < 180 GeV fRec < 0.2 −0.1 < ∆Ropt < 0.1 τ3/τ2 < 0.6
90 < HTT V2 Mass < 170 GeV fRec < 0.2 −0.2 < ∆Ropt < 0.2 τ3/τ2 < 0.7 b-tag > 0.8

log(χ1) > 5.4
90 < MSD < 180 GeV log(χ1) > 4.6 τ3/τ2 < 0.7
70 < MSD < 190 GeV log(χ1) > 3.9 τ3/τ2 < 0.7 b-tag > 0.6

Table 5.2: Summary of working points considered for studying their dependence on top quark
pT and number of pileup vertices. The working points here correspond to a background
efficiency of 0.3%. The quantity χ1 refers to the shower deconstruction output using a
microjet size of R = 0.1 [48].

event. First, a working point is chosen to correspond to a background efficiency of 0.3%,

using the ROC curves previously shown in Fig. 5.4.1, without reweighting. The values come

from a single bin in pT , but the working point is then tested for stability across pT and

number of pileup vertices.

Signal efficiency and mistag rate are shown in Fig. 5.5.1 as a function of the generator

truth matched parton pT and the number of pileup vertices. The error bars represent the

statistical uncertainty in each specific bin, due to a limited amount of simulated events. In

all cases, the working points are chosen to correspond to a background tagging effiency of

0.3% in the inclusive sample. No merged top requirement is enforced in the signal sample to

avoid an artificial increase of the top tagging efficiency.

A visible turn-on is observed as a function of the top quark transverse momentum, from

400 to 600 GeV. This is due to the decrease in angular distance between the top quark decay

products approaching the threshold of the jet cone size. Above this transition, the efficiencies

for the various algorithms are relatively flat as a function of jet pT , with the exception of

shower deconstruction, which has a much slower turn-on behavior. When combined with

softdrop mass, subjet b-tagging, and τ3/τ2, shower deconstruction is found to have the highest

tagging efficiency. However, jets tagged using shower deconstruction have a mistag rate that

increases dramatically with pT , which is not ideal for performing an analysis over a large pT
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range.

Based on the stable performance shown, softdrop combined with n-subjettiness has been

recommended to be used as the primary strategy for top tagging at high pT . This tagger

combination is referred to as CMSTT version two for high pT (CMSTT V2H). To increase

background rejection and signal efficiency stability, subjet b-tagging can also be added. The

Z ′ search described in this dissertation uses an updated version of the CMSTT V2H, with

working points tailored to PUPPI softdrop jets.
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Figure 5.5.1: Top tagging efficiency for the high-pT working points listed in Table 5.5. The
top plots show efficiency as a function of parton pT , while the bottom ones show efficiency
as a function of the number of pileup vertices. The plots in the first column are based on
a Z ′ → tt̄ sample with MZ′ = 3 TeV or 2 TeV, while those in the second column refer to
QCD multijet production. The top right plot uses a flat parton pT distribution whereas a
pT=300–470 GeV QCD background sample is used for the bottom right one [48].
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Chapter 6

Analysis Selections

A search is performed for heavy resonances in the top-antitop-quark pair (tt̄) invariant mass

spectrum (mtt̄) to test for the presence of different new-physics models. As introduced in

Section 2.2.2, the analysis tests for generic leptophobic topcolor models, with the associated

resonance labeled as Z ′, as well as more specific models, such as Randall-Sundrum Kaluza-

Klein gluon production.

Previous searches have set limits for such resonances, with masses below 900 GeV, by

the CDF and D0 experiments at the Tevatron [57, 58]. At the LHC, the CMS and ATLAS

experiments have continued to set limits for heavy resonances decaying to tt̄. To do so, the

experiments have used data from proton-proton collisions at center of mass energies of 7 and 8

TeV to set increasingly strict limits on resonances above 1 TeV [59, 60, 61, 62, 63, 64, 65, 66].

Most recently, CMS and ATLAS have released tt̄ resonance limits, using 2.6 and 3.2 fb−1

of data, respectively, from the first year (2015) of 13 TeV collisions at the LHC [67, 68]. In

2016, the CMS experiment recorded an order of magnitude larger dataset (36 fb−1), thus

enabling a more sensitive search to be performed. The work presented here focuses on an

on-going 2016 CMS search, combined with the main results of the 2015 CMS search.

Z ′ → tt̄ analyses are categorized by the decay modes of the top-antitop pair, with each

top decaying into a b quark and a W boson. The W subsequently decays into a lepton and
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a neutrino or into two quarks that each produce a jet of hadrons. The three top-pair decay

possibilities are labeled as all-hadronic (both W’s decay into quarks), dileptonic (both W’s

decay into leptons), or semileptonic (one W decays into leptons and the other decays into

quarks).

This analysis considers the all-hadronic channel. Due to the high mass of the resonance

search region, each top quark is highly boosted, and its decay products are fully merged into

a single jet. For this decay topology, special top tagging algorithms, built on identifying

substructure within single jets, are used. The tagger used in this analysis is optimized for

separating tops with large boost (pT > 400) from QCD jets. Known as the CMS Top Tagger

(V2), it is described in detail in Chapter 5. This algorithm relies on softdrop grooming, the

n-subjettiness jet shape variable, and subjet b-tagging algorithms to identify top jets. For

the first time in a Z ′ → tt̄ search, this analysis utilizes PUPPI before calculating top tagging

variables [37]. PUPPI greatly reduces the effects of pileup on top tagging performance.

The dominant background for this analysis, in which the selection consists of dijet events,

is multijet events originating from nontop QCD interactions (nontop multijet, i.e., NTMJ).

This background is estimated using a top-tag mistag rate measured using a control region in

data. This mistag rate is then applied to data events to estimate the NTMJ background in

the signal region. In the most sensitive signal regions, the dominant background is Standard

Model tt̄ production, which is estimated using simulated events. After the background

model is validated, the analysis looks for deviations from the expected SM tt̄ invariant mass

spectrum, testing for the presence of several different signal hypotheses, including narrow,

wide, and extra wide (1%, 10%, and 30% widths, respectively) Z ′ samples, and Randall-

Sundrum Kaluza-Klein gluon models.
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6.1 Samples

6.1.1 Data Samples

The data used in this analysis were collected in 2016 during Run 2 of the LHC, for which

the center-of-mass energy was
√
s = 13 TeV, corresponding to an integrated luminosity of

36 fb−1.

6.1.2 Simulated Background Samples

Samples of simulated events are used to estimate the background from SM continuum tt̄

events. These samples were generated with POWHEG interfaced to PYTHIA8. To determine

the expected number of events, a cross section of σtt̄ = 831.76 pb is used for normalization

[69]. The tt̄ samples used in this analysis are inclusive in the top decay products.

A data-driven method is used to estimate the non-top multijet (NTMJ) background in

the analysis, while simulated QCD Monte Carlo events are used to test the analysis methods

and to test the closure of the NTMJ background estimate technique. Both QCD Monte

Carlo simulated with MADGRAPH and showered with PYTHIA8 and QCD Monte Carlo

simulated and showered with PYTHIA8 are considered. While both samples are used for

the closure tests and kinematic plots in Appendix B, Figs. 6.2.7 – 6.2.9 are plotted using

the latter QCD sample, as it is found to better model the data.

6.1.3 Simulated Signal Samples

Table 6.1 lists Z ′ samples with widths set to 1% of the mass of the Z ′, Table 6.2 lists Z ′

samples with widths set to 10% of the mass of the Z ′, Table 6.3 lists Z ′ samples with widths

set to 30% of the mass of the Z ′, and Table 6.4 lists Randall-Sundrum Gluon samples with

widths approximately 17% of the mass of the RS Gluon. Samples were generated centrally

in CMS as part of the“RunIISummer16” campaign, using CMS software (CMSSW) version

8. Mass points between 1 and 5 TeV, in increments of 500 GeV, are used.
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Sample Events σ (pb), NLO
Z′ 1 TeV mass, 1% width 103785 4.505

Z′ 1.25 TeV mass, 1% width 102833 1.809

Z′ 1.5 TeV mass, 1% width 99690 0.814

Z′ 2.5 TeV mass, 1% width 100288 0.0617

Z′ 3 TeV mass, 1% width 91004 0.0206

Z′ 3.5 TeV mass, 1% width 91004 0.00735

Z′ 4 TeV mass, 1% width 107914 0.00276

Z′ 4.5 TeV mass, 1% width 100306 0.00109

Z′ 5 TeV mass, 1% width 112042 0.000458

Table 6.1: Signal Monte Carlo samples used in the analysis, for the Z ′ samples of 1% widths.

Sample Events σ (pb), NLO
Z′ 1 TeV mass, 10% width 101056 44.853

Z′ 1.25 TeV mass, 10% width 96845 18.374

Z′ 1.5 TeV mass, 10% width 111108 8.476

Z′ 2 TeV mass, 10% width 104119 2.262

Z′ 2.5 TeV mass, 10% width 96077 0.734

Z′ 3 TeV mass, 10% width 189164 0.273

Z′ 3.5 TeV mass, 10% width 101022 0.113

Z′ 4 TeV mass, 10% width 102411 0.0516

Z′ 4.5 TeV mass, 10% width 84504 0.0259

Z′ 5 TeV mass, 10% width 107156 0.0143

Table 6.2: Signal Monte Carlo samples used in the analysis, for the Z ′ samples of 10% widths.

Sample Events σ (pb), NLO
Z′ 1 TeV mass, 30% width 79477 129.361

Z′ 2 TeV mass, 30% width 114009 7.742

Z′ 4 TeV mass, 30% width 88039 0.289

Z′ 5 TeV mass, 30% width 91038 0.0996

Table 6.3: Signal Monte Carlo samples used in the analysis, for the Z ′ samples of 30% widths.
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Sample Events σ (pb), LO × 1.3
RSG 1 TeV, ∼17% width 98560 20.05 × 1.3

RSG 1.25 TeV, ∼17% width 100000 7.92 × 1.3

RSG 1.5 TeV, ∼17% width 100000 3.519 × 1.3

RSG 2 TeV, ∼17% width 100000 0.9528 × 1.3

RSG 2.5 TeV, ∼17% width 100000 0.3136 × 1.3

RSG 3 TeV, ∼17% width 99755 0.1289 × 1.3

RSG 3.5 TeV, ∼17% width 99508 0.05452 × 1.3

RSG 4 TeV, ∼17% width 99136 0.02807 × 1.3

Table 6.4: Signal Monte Carlo samples used in the analysis, for the Randall-Sundrum Gluon
samples of ∼17% widths.

6.1.4 Pileup Reweighting

The samples used are simulated for the scenario with 25 ns bunch spacing and a pileup

scenario which approximates the 2016 data-taking conditions. The simulated signal and

background events are reweighted to accurately model the pileup conditions in data, using

a minimum bias cross section of 69.2 mb (± 4.6%) (Fig. 6.1.1).
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Figure 6.1.1: (left) Pileup distribution in data and Monte Carlo. (right) PU weight applied
to Monte Carlo.
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6.2 Event Selection

6.2.1 Trigger Selection

In this analysis, the OR of the following jet HT, single jet, and groomed jet triggers is used:

• PFHT800

• PFHT900

• PFHT700TrimMass50

• AK8PFJet450

• PFJet360TrimMass30

In order to determine the best set of triggers for the analysis, trigger efficiency is consid-

ered as a function of HT (Fig. 6.2.1), the sensitive variable dijet mass (Fig. 6.2.2), and both

HT and PUPPI softdrop mass (6.2.3). The HT of an event is defined as the scalar sum of

the pT of every AK4CHS jet (pAK4
T > 30, |ηAK4| < 3.0) in the event. Dijet mass is defined as

the invariant mass of the two pT -leading jets. The efficiency is measured as the number of

events that pass the numerator selection, trigger of interest OR Mu50 OR IsoMu24, divided

by the number of events that pass the denominator selection, Mu50 OR IsoMu24. A prese-

lection requirement, two AK8 jets with |∆φ > 2.1| and pT >400 GeV, is applied to all plots.

All three figures include efficiency plots with an additional preselection requirement that at

least one jet have its mass in the top tag window (105GeV < mPUPPI,SD < 210GeV), as this

requirement is made in both the signal region and the background estimate sideband.

Comparing the trigger combinations in Fig. 6.2.1, it is evident that the combination of

the triggers listed above is the most performant. As shown in the top left plot, a cut of

HT > 950 GeV allows the analysis to have > 99.8% efficiency. The left plot in Fig. 6.2.2, in

which this 950 GeV HT cut has been applied, shows that in the dijet mass region of interest

(Mjj > 1000 GeV), the combination of triggers and preselection cuts yields a > 99.9% trigger
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efficiency. Additionally, considering the right plot in Fig. 6.2.3, it is evident that for events

with HT > 950 GeV, the analysis trigger selection is highly performant, and the efficiency

as a function of HT does not depend on jet mass.
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Figure 6.2.1: Trigger efficiency as a function of HT . Plots in the right column use a y-axis
range from 0.0 to 1.5, while plots in the left column use a y-axis range from 0.98 to 1.01.
All events are required to have two AK8 jets with |∆φ > 2.1| and pT >400 GeV. The plots
in row 1 include an additional requirement that each event contain at least one jet with its
mass in the top mass window. The legend describes the different combinations of jet HT,
single jet, and groomed jet triggers compared. The triggers used for each curve correspond
to the associated entry in the legend, combined with all preceding entries. For example, the
red curve indicates the trigger efficiency of the OR combination of the PFHT800, PFHT900,
AK8PFJet450, PFHT700TrimMass50, and denominator triggers. Efficiencies are plotted
with an OR of the Mu50 and IsoMu24 triggers in the denominator.
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Figure 6.2.2: Trigger efficiency as a function of dijet mass, the sensitive variable of this
analysis. The right plot has a y-axis range from 0.0 to 1.5, while the left plot has a y-axis
range from 0.98 to 1.01. All events are required to have two AK8 jets with |∆φ > 2.1| and
pT >400 GeV, as well as at least one jet with its mass in the top mass window. The legend
describes the different combinations of jet HT, single jet, and groomed jet triggers compared.
The triggers used for each curve correspond to the associated entry in the legend, combined
with all preceding entries. For example, the red curve indicates the trigger efficiency of the
OR combination of the PFHT800, PFHT900, AK8PFJet450, PFHT700TrimMass50, and
denominator triggers. Efficiencies are plotted with an OR of the Mu50 and IsoMu24 triggers
in the denominator.
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Figure 6.2.3: Trigger efficiency as a function of HT (x-axis) and PUPPI softdrop mass (y-
axis). Plots have a z-axis range from 0.98 to 1.0. All events are required to have two AK8 jets
with |∆φ > 2.1| and pT >400 GeV. The plot on the right includes an additional requirement
that each event contains at least one jet with its mass in the top mass window. Efficiencies
are plotted for the full analysis trigger selection, with an OR of the Mu50 and IsoMu24
triggers in the denominator.

6.2.2 Vertex Selection and Pileup Mitigation

Primary vertices are reconstructed using a deterministic annealing filtering algorithm [70].

The leading primary vertex of the event is defined as the primary vertex with the largest

squared sum of transverse momenta of clustered physics objects.

Events are required to have a good primary vertex that is “not fake” (i.e. at least one

associated track), with |zPrimary Vertex| < 24 cm, NDOF > 4, |ρ| < 2 cm.

Charged hadrons associated with subleading primary vertices are removed from further

consideration. This is referred to as “charged hadron subtraction” (CHS). In order to mit-

igate the effects of pileup on the jet mass and substructure selection (see below), PUPPI is

used. This is more resilient to pileup than CHS for these observables.
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6.2.3 Jet Reconstruction

Jets are clustered using the anti-kT R=0.8 algorithm [36] with both CHS and PUPPI inputs.

In this analysis, jets are formed out of particle flow (PF) constituents [33]. Jets constructed

with CHS are referred to as “PFCHS”. Jets constructed with PUPPI are referred to as

“PFPUPPI”. AK8CHS jets are used for kinematic variables such as pT and dijet mass.

AK8PUPPI jets are used only for top tagging and subjet b-tagging. An AK8PUPPI jet

is matched to each AK8CHS jet by finding the closest AK8PUPPI jet which also satisfies

∆R(CHS,PUPPI) < 1.0.

Simulated jets are corrected to better match the data. The corrections derived for

AK8CHS jets are applied to the AK8CHS four-vector. This is done before any kinematic

cuts are made. Corrections derived for AK8PUPPI jets are applied to the AK8PUPPI four-

vector.

Three methods of correcting the AK8PUPPI groomed softdrop jet mass were investigated:

1. Apply AK8PUPPI corrections also to the groomed jet mass

2. Apply AK4PUPPI corrections to the individual softdrop subjets before calculating the

groomed jet mass (the pairwise subjet mass)

3. Apply a specific jet mass correction developed for W-tagging

The W-tagging based correction (correction method 3) is found to induce a shift in the

top tagging mass peak as a function of pT and is therefore not used. Neither method 1 nor

method 2 results in a significant shift in the top mass peak location with increasing pT . Little

difference between correction methods 1 and 2 is found – therefore method 1 is chosen for

simplicity (Fig. 6.2.4).

Differing jet energy resolutions between simulated events and data events are taken into

account. The recommended η-dependent smearing is applied to simulated jets (Spring16

25nsV10) before requiring any kinematic selection on the jets. Additionally, the groomed jet

mass is smeared by the same value used for the jet momentum.
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Figure 6.2.4: (top left) PUPPI softdrop mass in a tt̄ MC sample comparing different mass
correction methods. (top right) PUPPI softdrop mass after applying a τ32 cut in a tt̄ MC
sample comparing different mass correction methods. (bottom left) PUPPI softdrop mass
corrected with AK8PUPPI JEC in different pT regions. (bottom right) PUPPI softdrop
mass corrected with the dedicated mass correction developed for W-tagging in different pT
regions. These plots show that corrections based on the W mass are inappropriate for the
top quark tagger. Not much difference can be seen in mass when correcting the entire jet or
each subjet. Therefore, for simplicity, the first option is used.
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The following “Jet ID” criteria are applied in order to remove jets originating from

detector noise:

• PFJet Neutral Hadron Fraction < 0.99

• PFJet Neutral EM Fraction < 0.99

• PFJet Number of Constituents > 1

• PFJet Charged Hadron Fraction > 0

• PFJet Charged Multiplicity > 0

• PFJet Charged EM Fraction < 0.99

6.2.4 Top pT reweighting

As measured by the TOP PAG (Physics Analysis Group), the ratio of the top pT in data

with respect to the theory prediction exhibits a slope, and therefore a correction factor has

been developed [71, 72]. The correction scale factor is given by SF (pGENT ) = e0.0615−0.0005pT

and therefore the overall event weight becomes W =
√
SF (t)SF (t̄). A comparison of the jet

pT distribution with and without top pT reweighting is shown in Figure 6.2.5. Comparisons

of event and jet kinematic variables is shown in Appendix C. The main analysis is performed

with top pT reweighting applied to tt̄ MC. In order to measure the corresponding systematic

uncertainty, the analysis is performed again, this time without top pT reweighting.

6.2.5 Event Preselection

The following preselection is applied.

• The event is required to have at least two AK8CHS jets which satisfy:

– pT > 400GeV
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Figure 6.2.5: Jet pT distribution in data compared to the data-driven NTMJ (described in
section 7) and tt̄ MC backgrounds. (top left) 0 b-tag with no top pT reweighting, (top right)
0 b-tag with top pT reweighting, (bottom left) 1 b-tag with no top pT reweighting, (bottom
right) 1 b-tag with top pT reweighting. The plots with top pT reweighting applied show a
somewhat better data/MC agreement.
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– HT > 950 GeV

– |y| < 2.4

– Loose jet ID (section 6.2.3)

• To select the back-to-back topology, the leading two jets are required to be separated

by the azimuthal angle ∆φ > 2.1.

• Standard event noise cleaning filters

6.2.6 Top Tagging Algorithms

The products of hadronically decaying top quarks can fall within a single jet if the top quark

is highly boosted relative to its mass. Special tools, known as top tagging algorithms, are

designed to identify these boosted decay topologies, as previously discussed in Chapter 5.

CMS Top Tagger Version Two

This algorithm uses a combination of substructure techniques for tagging top jets. For highly

boosted tops (pT > 400GeV), the CMS top tagger version two for high pT (CMSTT V2H) is

used, which takes anti-kT R = 0.8 PUPPI jets as inputs [48]. The input AK8 jets are hereby

referred to as the “hard jets.” As explained in Chapter 5, both n-subjettiness and jet softdrop

mass are used to tag top jets. The subjet b-tagging definition is separated from the top

tagging definition in order to later divide event categories based on the number of identified

subjet b-tags. In this analysis, the top tagging variables τ3/τ2 and mSD are calculated

from PUPPI inputs. The PUPPI-based top tagging algorithm demonstrates relatively stable

tagging efficiency for all pileup conditions observed in 2016 (Fig. 6.2.6).

Figure 6.2.7 shows a comparison of the relevant CMSTT quantities in data, simulated tt̄,

and simulated QCD events. The discrimination power of each observable can be seen – each

variable is shown with the requirements already placed on the other two quantities. In this

way, one can ascertain the independent discrimination power offered by each variable. Some
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Figure 6.2.6: (left) PUPPI top tag efficiency for 3 different working points (right) top tag
efficiency for CHS and PUPPI based variables. Three tag definitions are considered: mSD

only, τ32 only, mSD + τ32. The pileup dependence of CHS is still significant in the pileup
regime of interest, whereas the dependence of PUPPI is flat. Therefore, the PUPPI-based
variables for substructure tagging are used.

disagreement is observed due to the lack of scale factors available for cutting on a single top

tagging variable. In these plots, there is a top tag SF applied to the opposite top tagged jet,

but no SF is applied to the N-1 tagged jet. The application of softdrop jet mass resolution

scale factors, as yet unmeasured for top jets, might also improve the agreement.

6.2.7 Subjet b-tagging

Subjet b-tagging is used to categorize events (Sec. 6.2.8). The standard CMS b quark

ID combined secondary vertex (CSVv2) algorithm [53] (pfCombinedInclusiveSecondaryVer-

texV2BJetTags) is applied to the subjets found using the softdrop algorithm running on

AK8PUPPI jets, as described above. A subjet is considered to be b-tagged if the CSV

discriminant is greater than 0.8484, corresponding to the medium-efficiency working point

(CSVv2M). The loose working point was also considered but was found to be suboptimal

(see Section 6.2.8 ). There is no official tight subjet b-tagging working point.

The subjet b-tag rate differs in data and in simulation and therefore subjet b-tagging
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exception of the variable being plotted.

scale factors are applied. Scale factors provided by the BTV POG (CMS b-tagging group)

are used.

In order to properly account for the migration of events from one b-tag category to another

when applying the scale factors, a “subjet-by-subjet updating method” is employed. This

method is defined as follows: each subjets’s b-tagging status is upgraded or downgraded

based on the scale factor and a random number. For scale factors less than 1, b-tagged

subjets are downgraded based on the fraction f = 1−SF, while for scale factors greater than

1, untagged subjets are upgraded based on the fraction f = (1−SF)/(1−1/εMC), where εMC

is the b-tagging Monte Carlo efficiency. With this procedure the fraction of events in each

b-tagging category is modified. The b-tag efficiency for different subjet hadron flavors (εMC)

has been measured in QCD Monte Carlo (Fig. 6.2.8). Subjet b-tag scale factors depend on

the flavor of the subjet, and therefore the hadron flavor of each subjet is used when finding

the correct scale factor.

Due to limited statistics when measuring the b-tag SF, the BTV POG recommends that
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the scale factor uncertainty should be doubled for subjets with pT outside of the range 20–

1000 GeV for udsg flavor subjets and outside of the range 30–450 GeV for b and c flavor

subjets.

An AK8 jet is considered to contain a subjet b-tag if, after applying the subjet-by-subjet

updating procedure, the jet contains at least one b-tagged subjet. The events are then

categorized based on the number of jets containing at least one subjet b-tag (see Section

6.2.8 ).

6.2.8 Signal Region and Event Categorization

Given the back-to-back high pT dijet events selected by the preselection (Section 6.2.5), our

signal region is defined to be events containing two top tagged jets.

It is observed that for high dijet mass, the rapidity difference (∆y) between the two top

tagged jets can be used to further discriminate signal from background (Figure 6.2.9). The

signal region events are therefore categorized into the regions defined by ∆y<1 and ∆y>1.

Subjet b-tagging can also be used to discriminate signal from background. Therefore,

events are further categorized based on the number of jets containing a subjet b-tag (0, 1,

or 2).

In order to optimize the selection, the two subjet b-tagging working points and three top

tagging working points provided by the CMS Physics Object Groups are considered.

The b-tag working points are:

• Medium operating point (M): CSVv2 > 0.8484

• Loose operating point (L): CSVv2 > 0.5426

The top tagging working points are:

• Working point A : 105GeV < mSD < 210GeV and τ3/τ2 < 0.80 (loose, εB = 3%)

• Working point B : 105GeV < mSD < 210GeV and τ3/τ2 < 0.65 (medium εB = 1%))
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operating point as measured in a simulated QCD sample. (a) The b-tag rate as a function
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Figure 6.2.9: Dijet rapidity difference after requiring two top tagged jets: (a) ∆y (inclusive
in mtt), (b) ∆y (mtt > 2TeV).

• Working point C : 105GeV < mSD < 210GeV and τ3/τ2 < 0.54 (tight εB = 0.3%))

Given the six event categories, discovery significance (Figure 6.2.10) and expected limits

(Figure 6.2.11) are calculated for each combination of b-tag and top tag working points. The

medium b-tag working point and top tagging working point B are found to be the best choice

when considering both metrics. Therefore, this combination of working points is chosen.

These categories uses in this analysis are summarized in Table 6.5.

Event Cat-
egory

PUPPI Softdrop
jet mass window

τ3/τ2 Cut |∆y| Cut Number of jets
with a CSVM b-
tagged subjet

A 105–210 < 0.65 < 1.0 0
B 105–210 < 0.65 < 1.0 1
C 105–210 < 0.65 < 1.0 ≥ 2
D 105–210 < 0.65 > 1.0 0
E 105–210 < 0.65 > 1.0 1
F 105–210 < 0.65 > 1.0 ≥ 2

Table 6.5: Event selections defining the six categories used in the analysis.
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Figure 6.2.10: Discovery significance for the full analysis using the 6 event categories for
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Figure 6.2.11: Expected limits for the full analysis using the 6 event categories for the
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Chapter 7

Background Estimation and Event

Kinematics

This analysis has two sources of background: multijet events originating from nontop QCD

interactions (nontop multijet, i.e., NTMJ), that will be determined from data, and SM tt̄

events, determined from simulated events. This chapter describes the methods for estimating

the various background contributions.

7.1 Data-derived Backgrounds

For the nontop multijet estimate, a data-derived technique is used. This technique is similar

to that described in Ref. [63]. The method involves selecting a sample with a low SM tt̄ con-

tribution. This is done by inverting the top tagging requirements on one selected jet (antitag)

and determining the top tagging rate for the second jet (probe). This ‘antitag-and-probe’

method yields a per-jet mistag rate that is then applied to each jet in the event to determine

the estimated number of NTMJ background events. This mistag rate is parameterized as

a function of jet p (not pT , but the full momentum) and is measured separately for events

falling into each of the 3 b-tag categories inclusive in delta rapidity.

The mistag rate is determined by the following procedure:
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1. Dijet events are selected, in which the leading two AK8 jets are required to have pT

greater than 400 GeV. The two jets also have additional kinematic requirements similar

to those used in the main selection: hemispheric separation (|∆φ| > 2.1) is required,

as well as requirements that the event fall into one of the b-tag and rapidity difference

bins as described in table 6.5.

2. One jet is selected at random – this jet is “antitagged” to select an enriched sample of

NTMJ events. This jet must pass an inverted n-subjettiness selection (τ3/τ2 > 0.65)

and the softdrop jet mass must be in the top mass window (105–210 GeV) .

3. Once the antitagged jet is selected, the second jet is then used as the probe jet.

4. The top tagging rate of the probe jet is taken as the mistag rate for the algorithm. The

mistag rate is measured as a function of jet p and is measured separately for events

falling into each of the three b-tag categories. Due to the inversion of the τ3/τ2 cut,

the data sample is dominated by multijet events in the right kinematic regime, and is

therefore an appropriate control region to extract the mistag rate.

The mistag rate is measured both in an NTMJ rich data sample and in tt̄ MC. The

tt̄ contamination from the tag-and-probe distributions is subtracted before calculating the

mistag rate. Table 7.1 shows the the antitag-and-probe event yields for tt̄ MC and data in

each of the six event categories. Figure 7.1.1 shows the mistag rate as measured in data

for each b-tag category and Figure 7.1.2 compares the mistag rate measured in data to

QCD simulation. Better data/MC agreement is seen for the QCD samples simulated with

PYTHIA8. This is not unexpected, as problems have been observed in some of the other

samples simulated with MADGRAPH.

Once the mistag rate is determined from the NTMJ control sample, it is used to estimate

the normalization and shape of NTMJ events passing the final event selection. To do this, a

“pre-tagged” region, which contains events with at least one top-tagged jet, is used. In order

to avoid bias, one of the two leading jets, which pass the preselection, is randomly selected
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Figure 7.1.1: Top tagging mistag rate as measured with an antitag-and-probe procedure
separately for each b-tag category.

and is asked to pass the CMSTT V2H selection described above. If the randomly chosen jet

is indeed top-tagged, this event is used and weighted by the appropriate mistag rate after

finding the appropriate bin of the second jet p value. There is no selection applied on this

second jet, and if the randomly chosen first jet is not tagged, the event is not used to model

the multijet background.

To model the individual signal region categories with differing numbers of b-tagged jets

and rapidity separations, the same selections are applied to the events weighted by the

mistag rate as those applied to the signal region. For example, in the 1 b-tag category with

|∆y| < 1.0, this weighted event is required to have exactly 1 b-tagged jet (it can be either the

already tagged jet or the second jet used to determine the mistag rate), and to also have the

two jets separated by a rapidity difference of no more than 1.0 units. Analogous selections

are applied for the remaining signal regions.

Using this single-tagged control region without any requirements on the second jet leads to

an overlap between the signal region and the region used to estimate the multijet background.

To remove the effects of double counting, the tt̄ contribution is subtracted from the multijet

estimate. This is done by evaluating the mistag weighting procedure described above on
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Sample Event Category Probe event yields Tag event yields
tt̄ ∆Y>1, 0 b-tag 3104 594
tt̄ ∆Y>1, 1 b-tag 4670 1200
tt̄ ∆Y>1, 2 b-tag 1202 513
tt̄ ∆Y<1, 0 b-tag 3976 864
tt̄ ∆Y<1, 1 b-tag 6614 1848
tt̄ ∆Y<1, 2 b-tag 2051 905
Data ∆Y>1, 0 b-tag 1710380 67049
Data ∆Y>1, 1 b-tag 370824 19570
Data ∆Y>1, 2 b-tag 21486 1912
Data ∆Y<1, 0 b-tag 1685670 68945
Data ∆Y<1, 1 b-tag 375487 21168
Data ∆Y<1, 2 b-tag 23202 2477

Table 7.1: Data and tt̄ yields for the tag-and-probe histograms.

the simulated tt̄ events, to find the amount of ‘mistagged tt̄’. Generally, this ‘mistagged tt̄’

makes up about 1–2% of the NTMJ background estimate in the 0 b-tag event regions, and

about 6–10% in the other regions.

As a final step to the shape determination of the NTMJ estimate, a so-called ‘mass-

modified’ procedure is used to account for the fact that the second jet, having no tag selection

applied, will have different kinematics than the jets in the signal region, which have a jet

mass requirement. To mimic the kinematics of the signal region, the mass of this second

jet is set ‘by hand’ to follow a distribution of jet masses from simulated QCD events in the

same window used for the signal region selection, 105 < mSD < 210 GeV. The specific mass

is chosen by drawing randomly from this distribution of QCD jet masses. Figure 7.1.3 shows

the softdrop mass distributions used in the mass-modified procedure for the two leading jets.

7.2 Closure Tests for the CMS Top Tagger V2H Anal-

ysis

To validate the method described above to estimate the NTMJ background, the background

estimate procedure is performed using a sideband tag definition in data. Here, the same
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event categories and n-subjettiness selection, but a separate softdrop mass selection (40–105

GeV), are used. The mistag rate for this tag definition is shown in Figure (7.2.1). Using this

tag definition, good closure is observed between the background estimate and the double

sideband tagged signal region in the individual event categories (Figure 7.2.2).
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Figure 7.2.1: Sideband tag mistag rate as measured with an antitag-and-probe procedure
separately for each b-tag category

7.3 Event Kinematics

In this section, some event kinematics are examined after the selection has been performed.

Figure 7.3.1 shows comparisons of data and the data-driven background estimate. Compar-

isons of data to QCD Monte Carlo can be found in Appendix B. In the analysis results, the

NTMJ background is estimated using a data-driven technique, as described in a previous

section. The tt̄ Monte Carlo is scaled based on the top- and b-tagging scale factors when

appropriate. An additional scale factor is applied to take into account the measured differ-
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Figure 7.2.2: Closure test for the 0+1+2 b-tag categories in the two delta rapidity regions
using the data sideband tag definition.
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ence between the high-pT tt̄ cross section in data and simulation. This scale factor (0.9) is

taken from the normalized parton-level differential cross section measurement made by CMS

(TOP-14-002) in the 600 GeV pT bin. This is consistent with NNLO corrections to the NLO

differential cross section in this region [73].
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Figure 7.3.1: Kinematic comparisons showing tt̄ MC and data-driven NTMJ compared to
data for the 0 b-tag category: (left) jet momentum, (right) jet rapidity.

Table 7.2 shows the expected numbers of events for each of the background processes for

each of the six signal categories used in the analysis. The NTMJ background entry represents

the data-driven estimate.

112



|∆y| < 1.0
Process 0 b-tags 1 b-tag 2 b-tags
NTMJ 21174± 298 6369± 82 398± 9
SM tt̄ 1561± 755 4100± 2035 2600± 1339
Total Background 22735± 812 10469± 2037 2998± 1339

|∆y| > 1.0
Process 0 b-tags 1 b-tag 2 b-tags
NTMJ 20551± 101 6153± 33 435± 7
SM tt̄ 1007± 386 2428± 940 1442± 573
Total Background 21558± 399 8581± 940 1877± 573

Table 7.2: Expected background yields for the six event categorizations used in the final
analysis selection. Errors include both the statistical and systematic components.
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Chapter 8

Systematic Uncertainties

Several sources of systematic uncertainty affect both the normalization of event yields in the

analysis and the shapes of the tt̄ invariant mass distribution for various processes. These

systematic uncertainties are evaluated on both the simulated samples and the data-driven

method used to estimate the NTMJ background contribution. This section details the indi-

vidual contributions to the total systematic uncertainty of the analysis. Table 8.1 shows a

list of the systematic uncertainties.

Systematic Uncertainty Value Type
b-Tag SF Uncertainty ±1σ Rate + Shape
CMS Top Tagger SF Uncertainty +25% -9% Rate
Jet Energy Corrections ±1σ Rate + Shape
Jet Energy Resolution ±1σ Rate + Shape
Luminosity 2.5% Rate
PDF Uncertainty ±1σ Rate + Shape
Pileup Uncertainty ±1σ Rate + Shape
Top pT Reweighting Uncertainty ±1σ Rate + Shape
tt̄ Q2 Uncertainty ±1σ Rate + Shape
tt̄ Cross Section 8% Rate
Mistag Rate Uncertainty ±1σ Rate + Shape
QCD Modified Mass Procedure ±1σ Rate + Shape

Table 8.1: Summary of systematic uncertainties applied to the analysis.
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8.1 Top Tagging and Subjet b-Tagging Scale Factor

Uncertainties

All jets in the signal selection are top-tagged and therefore the top tagging scale factor

is applied as an overall normalization scale factor to the final selection (the scale factor is

applied twice, once per jet). The associated systematic uncertainty, based on the scale factor

uncertainty, is found to be +25% -9% for each event.

The subjet b-tagging scale factor is applied on a jet-by-jet basis (see Section 6.2.7). The

subjet b-tagging systematic uncertainty is obtained by applying a ±1σ variation of the SF

value.

8.2 Jet Energy Scale

The effect of the jet energy scale uncertainty on the simulated samples is evaluated. This

is done by varying the jet four-momentum up and down by the jet energy scale uncertainty

[74], which is approximately 5%. Both pT - and η-dependent corrections to the jet energies

are included, combined with uncertainties due to the difference in the W mass for data and

Monte Carlo, along with uncertainties on the response of the pruning algorithm for jets in

data and simulation. This combination of uncertainties is described in [75]. This results

in a shape difference in the mtt̄ spectrum which depends on the invariant mass itself. For

low masses, the effect is large since the jets are close to the pT cut of 400 GeV. Varying the

four-momenta causes jets to fall below the cut, or be promoted above the cut – increasing

or decreasing acceptance. For higher invariant masses, the jets generally have higher pT and

this effect is smaller. This systematic uncertainty is applied to both the signal samples and

the SM tt̄ sample.
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8.3 Jet Energy Resolution

Differing jet energy resolutions between simulated events and data events are accounted

for by randomly ”smearing” the simulated jet energies. The recommended eta-dependent

smearing to jets, as listed in Table 8.2, is applied and the errors are used to form systematic

shape uncertainty templates. It is assumed that the jet energy resolution for subjets is the

same as that for the hard jets. Therefore, the variation of the subjet pT is included in the

shape uncertainties. This systematic uncertainty is applied to both the signal samples and

the SM tt̄ sample.

|η| Range Smearing Factor
0.0 < η < 0.5 1.109± 0.008
0.5 < η < 0.8 1.138± 0.013
0.8 < η < 1.1 1.114± 0.013
1.1 < η < 1.3 1.123± 0.024
1.3 < η < 1.7 1.084± 0.011
1.7 < η < 1.9 1.082± 0.035
1.9 < η < 2.1 1.140± 0.047
2.1 < η < 2.3 1.067± 0.053
2.3 < η < 2.5 1.177± 0.041
2.5 < η < 2.8 1.364± 0.039
2.8 < η < 3.0 1.857± 0.071
3.0 < η < 3.2 1.328± 0.022
3.2 < η < 5.0 1.16± 0.029

Table 8.2: Systematic smearing factors applied to individual jets to obtain shape templates
used for the jet energy resolution systematic.

8.4 Parton Distribution Function Uncertainties

The effect of the parton distribution function (PDF) uncertainty on the simulated samples

is evaluated. The RMS of the NNPDF3.0 PDF weights are found and used to weight events

up and down. This results in a shape difference in the mtt̄ spectrum. This systematic

uncertainty is applied to both the signal samples and the SM tt̄ sample.
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8.5 Pileup Uncertainties

The effect of the pileup uncertainty on the simulated samples is evaluated by reweighting

the Monte Carlo simulation with the data pileup distribution, based on a minimum bias

cross section of 69 mb. The uncertainty on this cross section, 5%, is used to vary the pileup

distribution up and down. This results in a shape difference in the mtt̄ spectrum. This

systematic uncertainty is applied to both the signal samples and the SM tt̄ sample.

8.6 Top pT Reweighting Uncertainties

The systematic uncertainty due to the top pT reweighting of the simulated samples is com-

puted by taking the difference between the mtt̄ distributions with and without top pT

reweighting applied. This results in a shape difference in the mtt̄ spectrum.

8.7 SM tt̄ Uncertainties

The uncertainties applied exclusively to SM tt̄ events include two contributions: a rate-only

component due to the uncertainty in the tt̄ cross section, which is taken to be 8% [76], and a

second shape component for uncertainties in the factorization and normalization scale (Q2)

uncertainties. The Q2 uncertainties are evaluated by finding the envelope of the Q2 weights

(variations of µR and µF by factors of 2 or 0.5), which is then used to weight events up and

down. This results in a shape difference in the mtt̄ spectrum.

8.8 Multijet Background Uncertainties

The mistag rate uncertainty, shown in Figure 7.1.1, contains statistical uncertainties which

are propagated to the NTMJ background estimation. The systematic uncertainty associated

with the ‘mass-modified’ procedure, which is used to correct kinematic bias in the background
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estimation, is computed by taking half the difference between the uncorrected background

estimate and and the ‘mass-modified’ background estimate.
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Chapter 9

Statistical Interpretation and Results

In this section, expected limits for the blinded 2016 analysis are presented, along with the

results of the 2015 analysis, for comparison. A template-based shape analysis is performed

using the distributions of the candidate top pair invariant mass. The background-only dis-

tributions from the 2016 analysis are shown in Figs. 9.0.1 and 9.0.2. The distributions input

to the limit setting program have a variable binning, which is chosen to best accommodate

the background uncertainties.

The Theta software package [77] is used to produce Bayesian 95% confidence level (CL)

upper limits on the cross sections for the four signal models, as a function of the new heavy

particle mass. This method assumes a flat prior pdf in the signal cross section. A Poisson

model is used for each bin in the mtt̄ distribution, with the final likelihood composed of the

product of these Poisson probabilities for each bin in the mtt̄ distribution. For a single bin,

the mean of this distribution is shown in Equation 9.0.1.

µi =
∑
k

βk · Tk,i (9.0.1)

The index k represents each physics process contributing to the bin i, T represents the

number of expected events for the process k in bin i, and the factor β is the Poisson mean

for the individual process k. With this per-bin formula, the full likelihood can be formed as
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Figure 9.0.1: Background-only distributions of mtt̄ for four of the six signal regions of the
2016 analysis, with the ∆y < 1.0 categories shown in the left column and the ∆y > 1.0
categories in the right. The number of b-tags in the plots increase from zero in the first row
to one b-tag in the second row. The shaded region corresponds to the combined systematic
and statistical uncertainties on the background model.

120



E
ve

nt
s

2−10

1−10

1

10

210

310

410

Preliminary CMS  (13 TeV)-136 fb

Y<1.0, 2 b-tag∆
PUPPI t-tag

Data
NTMJ bkg est.

 simulationtSM t
Z` templates

Dijet mass (mod) [GeV]
0 2000 4000 6000 8000

D
at

a/
B

kg

0.5
1

1.5

E
ve

nt
s

2−10

1−10

1

10

210

310

410
Preliminary CMS  (13 TeV)-136 fb

Y>1.0, 2 b-tag∆
PUPPI t-tag

Data
NTMJ bkg est.

 simulationtSM t
Z` templates

Dijet mass (mod) [GeV]
0 2000 4000 6000 8000

D
at

a/
B

kg

0.5
1

1.5

Figure 9.0.2: Background-only distributions of mtt̄ for the two-b-tag signal regions of the 2016
analysis, with the ∆y < 1.0 category on the left and the ∆y > 1.0 category on the right.
The shaded region corresponds to the combined systematic and statistical uncertainties on
the background model.

follows:

L(βk) =
∏
i

µi · e−µi
Ndata
i !

. (9.0.2)

For the Poisson parameters, βk, different choices of prior distributions are used. For the

NTMJ estimate and the signal cross section normalization parameters, a flat prior distribu-

tion is used. For the other nuisance parameters, a log-normal prior distribution is used. Using

these parameters, pseudoexperiments are performed to estimate the 68% and 95% CL (1-

and 2-sigma) expected limit bands. In the pseudoexperiments, the systematic and statistical

uncertainties are accounted for through nuisance parameters. These nuisance parameters

are randomly varied within their uncertainties, and the posterior is refitted for each indi-

vidual pseudoexperiment. Through this method, the effect of the shape and normalization

uncertainties on the sensitivity of the analysis is evaluated.

Figure 9.0.3 shows the expected cross section limits obtained from the 2016 analysis,

using the combination of the six independent signal regions A–F. The dashed line represents

the median expected limit, while the green and yellow bands represent the one and two sigma
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bands, respectively, of the expected limits from the set of pseudoexperiments. The red solid

line shows the theoretical cross sections curves – 1.3 × leading order (LO) from PYTHIA8

for RS KK gluon and next-to-leading order (NLO) for the Z ′ curves [78]. The expected cross

section limits are shown numerically in Tables 9.3–9.6.

As a point of comparison, the limits obtained from combining the 2015 version of this

analysis, which did not use PUPPI variables, with the semileptonic channel, both using

2.6 fb−1 of data, are shown in Fig. 9.0.4. These plots are similar to those of Fig. 9.0.3,

though they have one additional curve. The black solid line shows the observed limit results

using the observed data distribution. The expected and observed (2015 only) mass exclusion

limits for the 2016 all-hadronic and 2015 analyses are listed in tables 9.1 and 9.2, respectively.

In 2015, no excess of events above the expected background from SM tt̄ and nontop multijet

events were observed. For all signal hypotheses, the 2016 analysis is expected to extend the

limits to higher masses, as compared to the combined 2015 analysis.

Mass Exclusion Limits
Signal Model Expected Exclusion Range (TeV)
Z ′ (1% Width) 1.0 – 3.5
Z ′ (10% Width) 1.0 – 4.3
Z ′ (30% Width) 1.0 – 5.0
RS Gluon 1.0 –

Table 9.1: Expected exclusion ranges for resonance masses in each of the signal models tested
in the 2016 analysis.

Excluded mass ranges [TeV]
Z′ (Γ/M = 1%) Z′ (Γ/M = 10%) Z′ (Γ/M = 30%) RS KK Gluon

Result Exp. Obs. Exp. Obs. Exp. Obs. Exp. Obs.
Semileptonic 0.6 – 2.1 0.6 – 2.3 0.5 – 3.5 0.5 – 3.4 0.5 – 4.0 0.5 – 4.0 0.5 – 2.9 0.5 – 2.9
All-hadronic 1.2 – 1.8 1.4 – 1.8 1.0 – 3.2 1.0 – 3.5 1.0 – 3.7 1.0 – 4.0 1.0 – 2.6 1.0 – 2.4
Combined 0.6 – 2.4 0.6 – 2.5 0.5 – 3.7 0.5 – 3.9 0.5 – 4.0 0.5 – 4.0 0.5 – 3.1 0.5 – 3.3

Table 9.2: Comparison of 2015 mass exclusion results (in TeV) for the semileptonic, all-
hadronic, and combined channels [67].
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Figure 9.0.3: Expected 2016 95% CL upper limits on the cross section times branching ratio
for the four signal models, as a function of the new heavy particle mass. The four models
considered are a Z ′ boson whose width is 1% of its mass (upper left), a 10% width Z ′ boson
(upper right), a 30% width Z ′ boson (lower left), and an RS KK gluon (lower right). The
black dashed line gives the median expected limits, while the one (two) sigma expected limit
band is shown in green (yellow). The red solid line shows the expected theoretical cross
section.
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Figure 9.0.4: Observed and expected 2015 95% CL upper limits on the cross section times
branching ratio for the four signal models, as a function of the new heavy particle mass, for
the combined semileptonic and all-hadronic channels. The four models considered are a Z ′

boson whose width is 1% of its mass (upper left), a 10% width Z ′ boson (upper right), a 30%
width Z ′ boson (lower left), and an RS KK gluon (lower right). The black, solid (dashed)
line gives the observed (median expected) limits, while the one (two) sigma expected limit
band is shown in green (yellow). The red solid line shows the expected theoretical cross
section [67].
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Z ′ (1% Width) Signal Hypothesis
Mass (GeV) Expected 95% CL Limits (pb)

−2σ −1σ Median +1σ +2σ
1000 0.49 0.66 0.95 1.3 1.8
1250 0.11 0.14 0.21 0.3 0.42
1500 0.045 0.062 0.091 0.13 0.23
2500 0.0097 0.012 0.019 0.028 0.041
3000 0.0053 0.0074 0.01 0.015 0.021
3500 0.0036 0.0054 0.0076 0.011 0.017
4000 0.0031 0.0043 0.0058 0.0084 0.012
4500 0.0024 0.0033 0.0048 0.007 0.011
5000 0.002 0.003 0.0042 0.0062 0.0091

Table 9.3: Table of expected 2016 95% CL cross section limits, for the narrow (1% width)
Z ′ signal hypothesis.

Z ′ (10% Width) Signal Hypothesis
Mass (GeV) Expected 95% CL Limits (pb)

−2σ −1σ Median +1σ +2σ
1000 0.67 0.92 1.3 2 2.8
1250 0.18 0.23 0.33 0.47 0.67
1500 0.074 0.11 0.15 0.22 0.3
2000 0.036 0.052 0.072 0.1 0.13
2500 0.016 0.02 0.03 0.045 0.067
3000 0.011 0.015 0.02 0.031 0.042
3500 0.0086 0.011 0.016 0.024 0.035
4000 0.007 0.0098 0.014 0.022 0.031
4500 0.0084 0.011 0.016 0.022 0.033
5000 0.0087 0.013 0.018 0.028 0.048

Table 9.4: Table of expected 2016 95% CL cross section limits, for the wide (10% width) Z ′

signal hypothesis.

Z ′ (30% Width) Signal Hypothesis
Mass (GeV) Expected 95% CL Limits (pb)

−2σ −1σ Median +1σ +2σ
1000 0.78 1.2 1.9 3 4.1
2000 0.07 0.089 0.13 0.18 0.28
4000 0.018 0.025 0.038 0.055 0.084
5000 0.02 0.026 0.038 0.055 0.086

Table 9.5: Table of expected 2016 95% CL cross section limits, for the extra wide (30%
width) Z ′ signal hypothesis.
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RS Gluon Signal Hypothesis
Mass (GeV) Expected 95% CL Limits (pb)

−2σ −1σ Median +1σ +2σ
1000 0.79 1.2 1.8 2.8 4
1250 0.29 0.38 0.53 0.81 1.2
1500 0.12 0.16 0.23 0.34 0.45
2000 0.066 0.082 0.12 0.17 0.26
2500 0.028 0.039 0.062 0.088 0.12
3000 0.021 0.03 0.041 0.06 0.083
3500 0.017 0.022 0.033 0.051 0.076
4000 0.017 0.023 0.032 0.048 0.076

Table 9.6: Table of expected 2016 95% CL cross section limits, for the RS Gluon signal
hypothesis.
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Chapter 10

Conclusions

A search for top-quark-pair resonances in the all-hadronic channel has been performed using

√
s = 13 TeV data from the LHC Run 2 taken in 2016. The search uses a well understood top

tagging algorithm, optimized for Run 2 analyses, using the softdrop mass and n-subjettiness

jet substructure variables. For the first time, jet top tagging variables are calculated using

PUPPI inputs. The nontop multijet background is estimated using a data-driven top-mistag

rate measurement. In 2015, the the combined semileptonic and all-hadronic analysis observed

no excess above the Standard Model expectation, and limits were set on the signal production

cross section for the four signal models. The 2016 expected limits show that the 2016 all-

hadronic analyses is expected to exceed the combined 2015 semileptonic and all-hadronic

analysis in sensitivity. In the future, this analysis will be combined with both the semileptonic

and dileptonic Z ′ search channels, providing the most sensitive result to date.
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Appendix A

Muon Hardware Projects

A.1 CSC Hardware

As part of the CMS experiment, I was involved in detector maintenance, operations, and

upgrades of the CSC and GEM subsystems. My first project consisted of testing refurbished

CSC low voltage monitoring boards (LVMBs), which monitor the output voltages and cur-

rents of the boards that distribute the low voltage to the CSC on-board electronics. During

Run I of the LHC, it was found that some of the CSC ME1/1 LVMBs were missing a capaci-

tor, which caused them to malfunction when they reached temperatures above 40◦ C. During

LS1, the capacitors were replaced, and the boards’ functionality at high temperatures was

verified. Figure A.1.1 shows me monitoring the operation of an LVMB while using a hair

dryer to raise its temperature to 40◦+ C.

My other main role in the CMS CSC hardware group was that of a detector-on-call (DOC)

shifter. For a week at a time, the CSC DOC is responsible for the operation of the CMS

CSC subsystem. This includes attending daily run meetings at the CMS site (“Point 5”),

performing daily CSC maintenance activities, and debugging any problems that might arise.

The DOC is the first point of contact for any CSC-related actions in CMS and therefore must

coordinate with the other CMS shifters and CSC experts. Figure A.1.2 shows me working
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Figure A.1.1: LVMB Testing.

at the CSC DOC desk in the CMS control room. On the left, I am working with the CSC

operations manager to debug noise seen on two ME1/1 chambers while the CMS magnet was

ramped up to 1 T. On the right, I am performing a daily CSC firmware check while a TV

crew films a skype conversation between the CMS Spokesperson and one of their colleagues.

A.2 GEM Hardware

A.2.1 VFAT2 Testing

In June 2013, CMS approved the installation of a set of GEM test chambers (known as the

GEM demonstrator) into the muon endcap YE-1 in order to test the capability of the new

subsystem in LHC beam conditions and to test the integration of the GE1/1 chambers into

the trigger [31]. During EYETS 2016–2017, five prototype GEMINI were installed in the

slots shown in Fig. A.2.1. At CERN, I was responsible for coordinating the production and
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Figure A.1.2: Working at the CSC shifter desk.

testing of the VFAT2 readout chips used in the prototype GEM chambers. First, the printed

circuit boards (PCB) were shipped to CERN from Lappeenranta University of Technology

(Lappeenranta, Finland). I picked them up, took them to be cleaned and then to be partially

bonded to the ASIC chip. After this first bonding step, I took them to the test stand in

building 904 to check that none of the chips or PCBs were faulty. Specifically, I tested that

they could communicate with the GEM DAQ system, which uses the Inter-Integrated Circuit

(I2C) protocol to communicate via the on-chamber Optohybrid (OH), the GEM FPGA board

[79]. Figure A.2.2 shows me testing some VFAT2 chips, which are plugged into the GEM

electronics board (GEB), not a full detector.

After the first stage of testing, I took the working VFAT2s to have the rest of the bonding

done. Figure A.2.3 shows a fully bonded VFAT2 chip. I then took them back to re-test their

communication and calibrate the chips. As explained in Section 3.2.6, each VFAT2 reads out

128 of the GEM strips. An important part of chip calibration is ensuring that each channel

has the same response to the same input charge. To do this, I used the GEM web DAQ

application and the onboard electronics – the tests were not performed in beam conditions.

First, I set the VFAT2 readout threshold, the value above which charge on the chip is read

out as a signal event. For a given VFAT2, I started by setting the threshold to 0, i.e. the

value at which any amount of charge on the strips is recorded as signal. Then, I incrementally
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Figure A.2.1: The five slots in which the GEM demonstrator chambers were placed.
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Figure A.2.2: Testing VFAT2s.

Figure A.2.3: A VFAT2 chip.
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raised the threshold and recorded the percentage of events displaying a hit, measuring the

electronics noise of the system. The lowest threshold value that yielded minimal noise was

then chosen.

After setting the threshold for a VFAT2 chip, its individual channels were calibrated. A

charge pulse was injected by the onboard electronics, and an “s-curve” scan was performed for

each channel. The results of this scan for one VFAT2 chip is shown on the left in Fig. A.2.4,

which shows the readout efficiency of each channel/strip as a function of injected charge.

At this initial stage, the response was not consistent across all channels. Therefore, the

thresholds of each channel needed to be finely tuned. This was done by adjusting TrimDAC

register for each channel to its minimum and maximum value and performing an s-curve

scan at both points. Histograms of the calibration pulse turn-on charge (50% efficiency)

were plotted, and the average value was found. The TrimDAC registers for each channel

were set so that they would have 50% readout efficiency at this average calibration pulse

charge. The result is shown in Fig. A.2.4. Indeed, a consistent response is seen across all

channels, especially at 50% efficiency. Therefore, a muon with a given energy will cause a

consistent response across the whole chip.

In addition to the 240 VFAT2 chips needed for the GEM demonstrator chambers, more

were required for test stands and backups. In total, over 400 chips were commissioned. For

the full GE1/1 installation, a customized VFAT3 chip will be used [31].

A.2.2 EYETS

The final assembly of the GEM demonstrator chambers was completed by the end of 2016. In

January 2017, they were installed in the slots shown in Fig. A.2.1. After the chambers were

installed, I helped with the installation of the services and helped ready the database and

calibration code for commissioning of the system. Figure A.2.5 shows me connecting the low

voltage power supply, while Fig. A.2.6 shows me connecting trigger fibers between a CSC and

GEM chamber. Each chamber has a pair of receiving (RX) and transmitting (TX) fibers for
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Figure A.2.4: The readout efficiency of the 128 channels of a single VFAT2 chip before (left)
and after (right) calibration.

data acquisition (DAQ), trigger (TRG), and the gigabit transceiver (GBTX), which delivers

the global system clock reference [31]. The fibers were routed from the detectors in the CMS

cavern to an electronics rack in the CMS Underground Service Cavern (USC), shown in

Fig. A.2.7. More fibers connected those coming from the CMS cavern (routed through the

OH patch panel (PP)) to those coming from the DAQ, TRG, and GBTX systems (routed

through the CTP7 PP). I documented the fiber mapping in Fig. A.2.8.
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Figure A.2.5: Connecting the low voltage power supply.
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Figure A.2.6: Connecting trigger fibers between CSC and GEM chambers.

Figure A.2.7: GEM electronics rack in USC.
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Appendix B

Additional Kinematic Plots

This section provides additional kinematic plots comparing data and simulation used in the

Z ′ analysis. Of the two QCD samples, the one both simulated and showered with PYTHIA8

shows better agreement with the data, so it is used in the background estimate closure tests.
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Figure B.0.1: Event kinematic plots after preselection: (a) HT, (b) ∆φ (all preselection
cuts except for the cut on ∆φ ), (c) Dijet mass (∆Y > 1.0), (d) Dijet mass (∆Y < 1.0).
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Figure B.0.3: Event kinematic plots after preselection: (a) ∆Y, (b) ∆Y (mtt > 2 TeV).
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Figure B.0.4: Leading jet kinematic plots after preselection: (a) Jet 0 momentum, (b) Jet
0 pT , (c) Jet 0 φ, (d) Jet 0 rapidity.
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Figure B.0.5: Second leading jet kinematic plots after preselection: (a) Jet 1 momentum,
(b) Jet 1 pT , (c) Jet 1 φ, (d) Jet 1 rapidity.
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Figure B.0.6: Jet 0 tagging variables after preselection.
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Figure B.0.7: Jet 1 tagging variables after preselection.
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Figure B.0.8: Leading jet PUPPI jet ID variables.
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Figure B.0.9: Leading jet PUPPI jet ID variables.
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Figure B.0.10: Event kinematic plots after preselection and requiring each jet have a subjet
b-tag.
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Appendix C

Top pT Reweighting

This section provides plots comparing the effect of top pT reweighting on distributions of the

tt̄ MC.
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Figure C.0.1: Effect of top pT reweighting on the tt̄ Monte Carlo sample for all 6 event
categories.
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Figure C.0.2: Effect of top pT reweighting on jet variables.
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